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A new interatomic potential for dissociative water was developed for use in molecular dynamics simulations.
The simulations use a multibody potential, with both pair and three-body terms, and the Wolf summation
method for the long-range Coulomb interactions. A major feature in the potential is the change in the short-
range O-H repulsive interaction as a function of temperature and/or pressure in order to reproduce the density-
temperature curve between 273 K and 373 at 1 atm, as well as high-pressure data at various temperatures.
Using only the change in this one parameter, the simulations also reproduce room-temperature properties of
water, such as the structure, cohesive energy, diffusion constant, and vibrational spectrum, as well as the
liquid-vapor coexistence curve. Although the water molecules could dissociate, no dissociation is observed
at room temperature. However, behavior of the hydronium ion was studied by introduction of an extra H+

into a cluster of water molecules. Both Eigen and Zundel configurations, as well as more complex
configurations, are observed in the migration of the hydronium.

Introduction

Simulation and understanding of water has been an ongoing
issue for over three decades, and its importance cannot be
overstated. While many water potentials exist,1-18 most are
nondissociating, being either rigid or, at most, flexible. Because
of the large number of papers regarding simulations of water,
the reader is referred to a couple of excellent reviews currently
available.19,20In general, the properties of water can be expressed
fairly accurately over a narrow range of temperatures and
pressures. One major problem has been the failure of these
potentials to reproduce the density versus temperature curve over
the liquid-state range from 273 to 373 K.13 Even in cases where
the temperature of maximum density is well reproduced, the
potentials often fail at reproducing the rest of the density-
temperature curve.18 Since our major interest is in the behavior
of water interacting with silica and silica pores and the atomistic
evaluation of the anomalous expansion of confined water, the
exact reproduction of the bulk liquid expansion becomes
paramount. A new nondissociative water potential recently
developed reproduces the molecular state, liquid water, and the
liquid-vapor coexistence curve extremely well.21 However, we
also want to include the dissociation of water onto the silica
surface, similar to earlier simulations of water on silica,22 but
with a more accurate water potential. Other dissociative water
potentials exist but are similarly not sufficiently accurate with
respect to the liquid equation of state.10,23 To obtain a more
appropriate water potential, we modified the rigid water potential
developed by Guillot and Guissani (GG)15 so that it more
accurately reproduced the features of bulk water, but also
allowed for dissociation.

Dissociation also allows for the study of the hydronium ion,
although the quantum nature of the proton makes a classical
approach only approximate. The hydronium ion has been
previously modeled classically,24 with reasonable results. Two
important structural models for the hydronium ion in water are
the Zundel25 complex, H5O2

+, with the H3O+ ion H-bonded to

a normal H2O molecule, and the Eigen26 complex, H9O4
+, with

the H3O+ ion H-bonded to three water molecules. Recent ab
initio path integral simulations showed that these two structure
are limiting cases of more complex behavior.27

We first describe the details of the potential function and
modifications that were required, followed by the properties of
the simulated water.

Computational Procedure

The new dissociative water potential is a multibody potential
with both two-body and three-body terms. The pair term is based
on the rigid water potential developed earlier (GG).15 However,
in our potential, intramolecular interactions are added. Also,
because of the use of the Wolf summation to account for the
long-range nature of the Coulomb term, parameters in
the original GG potential were modified. The potential is
given as

where
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In the original GG potential,qi
d ∼ -qi/4, so we made the

constant relationqi ) -4qi
d, usingqH

d ) -0.113 and allowing
O to be twice the H values.

For the long-range coulomb interactions, we use the Wolf
summation28 rather than the Ewald sum. The Wolf summation
gives the coulomb energy contribution as

The second term can be shown to be negligible with the
appropriate choice ofâ and cutoff distanceRc, giving the energy
as the following:

We have employed the Wolf summation in simulations of
SiC29 and variations of the Wolf summation have been applied
to simulations of water.30

In the original GG potential, the charge distribution on the
each atom is modeled with a point charge on the atom plus a
diffuse charge that reduces the net charge as a function of the
distance from the atom based on the error function. The
application of a diffuse charge distribution to a water potential
has been previously discussed.31 A modified version of their
potential has been elegantly applied to water in a recent paper,21

in which they also discuss the benefits of a diffuse charge model
on achieving both high density and low density behavior. In
the GG potential, the diffuse charge contributions to the total
charge of an ioni varies as a function of the distance based on
the qi

d term, which is opposite in sign to theqi term, thus
reducing the effective charge on ioni as a function of the
distance between anij pair and the value ofê. In the present
case, the coulomb potential is also reduced by the long-range
summation parameterâ in the erfc term in eqs 2-5. The smaller
the value ofê, the more rapidly the contribution of the diffuse
charge on the total charge increases to its maximum. In our
case,ê is set large so that the diffuse charges contribute only
slightly to the total charge. However, this is offset by the
erfc term of the Wolf summation in eqs 2-5. The pair potential
acts between all pairs of atoms and does not distinguish between
different molecules. This enables a uniform description for
the interactions within and between molecules that depends
only on the distance between the atoms. This results in a
fully atomistic model of water that allows for dissociation. This

also means that the dissociated species, OH-δ and H+δ, retain
their original charge contributions,qi andqi

d for each O and H
ion.

Besides the above two-body potential, a three-body potential
of the following functional form was also added to the overall
interaction:

where
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Figure 1. Variation in the OH distance in a single water molecule
and within bulk water as a function of a term in the OH short-range
repulsion,êr.

TABLE 1: (a) Parameters of the Two-Body Potential; (b)
Charges on Species; (c) Three-Body Parameters; (d) A
Matrix of Equation 12 Columns A(:0)-A(:,2); (e) A Matrix
of Equation 12 Columns A(:,3)-A(:,5)

(a) Parameters of the Two-Body Potential

species Arep (J) ê (Å) êr (Å) C6 (J Å6)

O-H 2.283× 10-16 24 f(T,P)
O-O 4.250× 10-17 24 0.610 4.226× 10-18

H-H 24

(b) Charges on Species

species/multiple q/e qd/e

O -.904 +.226
H +.452 -.113

(c) Three-Body Parameters

species λ (ergs) rRâ
0 (Å) γ (Å) θHOH°

H-O-H 30× 10-11 1.6 1.3 100

(d) A Matrix of Equation 12 ColumnsA(:0)-A(:,2)

0.655726502 -1.04442689× 10-2 8.31892416× 10-5

3.403472× 10-4 -3.986929× 10-6 1.742261× 10-8

-4.057853× 10-8 4.677537× 10-10 -2.007873× 10-12

1.657262× 10-12 -1.838785× 10-14 7.549619× 10-17

(e)A Matrix of Equation 12 ColumnsA(:,3)-A(:,5)

-3.07929142× 10-7 5.44770929× 10-10 -3.73609493× 10-13

-3.364186× 10-11 2.419996× 10-14 0
3.800411× 10-15 -2.672717× 10-18 0

-1.355453× 10-19 8.939302× 10-23 0

U3(ri,rj,rk) ) ν3(rij,rik,θjik) (10)

ν3(rij,rjk,θjik) ) λjik exp[γij/(rij - rij
0) +
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The effect of this function is to modify the interaction between
three atoms depending on their deviation from the ideal angle,
cos(θjik

0 ). The use of such a function allows the water molecule
to reach correct angles. The parameters used in the three-body
potential are such that only the H-O-H angles in water are
regulated to 104.2° (i.e., λ exists only forjik ) HOH and is
identically zero for OOH or HHO or OHO). In order to achieve
this angle,θjik

0 was set to 100°, which in combination with the
H-H repulsive interaction created a minimum at 104°. The list
of parameters finally selected are given in Table 1a-c.

The potentials were developed so that the simulated water
matched the thermal expansion curve of water from 273 to 373

K32 (plus a data point at 263 K33) and high-pressure data at
several temperatures. Additional simulations of bulk water using
the resultant potentials were used to generate the cohesive
energy, structural data, vibrational spectra, liquid-vapor coex-
istence curve, and diffusion coefficients. In all of the simulations,
the long-range Coulomb interactions were handled by the Wolf
summation,28 with a cutoff of 1 nm. System sizes less than 1
nm (individual molecule or small molecular clusters) were
calculated using the full Coulomb interactions, without the Wolf
summation. The time step was 0.1 fs in all simulations, and the
simulations used a fifth-order Nordseick-Gear algorithm.NPT
(constant number, pressure, temperature),NVT (constant num-
ber, volume, temperature) orNVE (constant number, volume,
energy) ensembles were used.

Development of the Potential

In the current work, we modify the original GG potential15

in order to create a dissociative water potential that very
accurately reproduces the density-temperature relation of the
liquid while maintaining good structure, cohesive energy, and
the diffusion coefficient. We do this by allowing the parameters
to vary as a function of temperature and/or pressure. While many
water models are able to accurately arrive at a reasonable
structure and density near 298 K, most falter at reproducing
the thermal expansion curve. In general, the observed trend in

Figure 2. Variation in the energy in a single water molecule and bulk
water as a function of theêr term in the OH short-range repulsion (left
axis) and the cohesive energy (right axis).

Figure 3. Variation in the OO pair distribution function (PDF) for
bulk water as a function of theêr term in the OH short-range repulsion.

Figure 4. Result of optimizing theêr term in the OH short-range
repulsion on reproducing the density-temperature curve.

Figure 5. Result of optimizing theêr term in the OH short-range
repulsion on reproducing the density-pressure curve at four different
temperatures.

Figure 6. Cohesive energy per molecule of small water clusters at 1
K using finalized parameters given in Table 1 and theêr term in the
OH short-range repulsion obtained at 263 K. “MD” is the current data.
Other data points come from ref 14, which contains data from other
classical water potentials used in MD simulations (“other MD”) and
ab initio calculations, with the lowest (low) and highest (high) cohesive
energy per molecule from the other potentials (see text).
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simulations has been that the density of water has been found
to decrease at a greater rate with increase in temperature than
experimental data.18

Previous studies have discussed the importance of the
interactions at short distances on the accuracy of the interatomic
potential.15,21An effective way of making our water model better
represent real water was achieved by allowing a change in a
parameter with environment. In the current work, we have
chosen to vary the short-range OH repulsive interaction via the
êr

OH parameter as a function of temperature and pressure.
The effect of this change inêr

OH can be seen in properties of
bulk water, and Figures 1, 2, and 3 are a simple demonstration
of this and are not meant to be definitive. The effect of the
change inêr

OH on the OH distance is shown in Figure 1, and as
a consequence of the above change in OH distance, the energy
of bulk water also changes, as shown in Figure 2. The
simulations were of a system of 392 water molecules in a box
of approximate dimensions 2.3 nm× 2.3 nm× 2.3 nm. The
NPT simulation was carried out at 1 atm of pressure and a
constant temperature of 298 K for 200 000 timesteps. Structural
and diffusion data were gathered over the final 100 000
timesteps. While this is a very short run time, these simulations
were only designed to show the relative effect ofêr

OH on
properties. Figure 2 shows the cohesive energy of bulk water
and was obtained by calculating the difference between the
average energy of a water molecule in bulk water and the
average energy of a single gas-phase water molecule simulated
with the same set of parameters. These energies may be different
from those obtained in subsequent runs with final parameters
and longer simulation times, but the trends are obvious. The

effect of êr
OH on the OO pair distribution function (PDF) is

shown in Figure 3. Small changes inêr
OH cause changes in the

OO PDF, especially the shape of the important second OO peak.
Another consequence of changes inêr

OH is the lowering in the
self-diffusion coefficient at 298 K from 3.41× 10-5 cm2/s to
1.08 × 10-5 cm2/s with increasingêr

OH. Clearly, the short-
range repulsion term, moderated by theêr

OH term, plays an
important role in the simulated properties. This effect can be
controlled with various methods, such as added polarization
terms, variable charge terms, etc. As shown here and below,
we see the direct effect of the short-range term on properties.

In order to determine the correct values ofêr
OH that would

enable the simulations to match experimental densities at various
pressures (from 1 to 6000 atm) and various temperatures (from
263 to 373 K), a series of runs at eachT andP were performed
with various êr

OH values, interpolating the value ofêr
OH to

coincide with the experimentalT andP. An initial molecular
dynamics simulation of 392 water molecules in a periodic cubic
simulation box of starting dimensions 2.175 nm× 2.175 nm×
2.486 nm was performed for 2.0× 106 steps at 298 K in order
to generate a starting water configuration for the subsequent
runs to generate the finalêr

OH values.NVE conditions were
used for the first 200 000 steps, with velocities scaled for the
first 100 000 steps. The run was continued for another 1.8×
106 steps underNPT conditions at 1 atm. Nominal parameters
of êr

OH ) 0.1989 andqH
d ) -0.113 were used for this initial

run. The final configuration of this run was used as the standard

Figure 7. Pair distribution functions at different temperatures for (a) O-O, (b) H-H, and (c) O-H pairs. (d) Comparison between the MD
simulations at 298 K and experimental data35 for all three pairs, as well as a larger scale comparison of the OO PDF in the inset.
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starting configuration for the additionalNPT andNVE runs to
determine the correctêr

OH parameters for a particularT andP.
Each simulation that was then used to determine the correct

êr
OH values at eachT and P was run for 1× 106 steps. The

densities averaged over every 2000 configurations were col-
lected. The variation in densities over the entire run was around
2-3%, and the maximum variation was observed during the
initial 15% of the moves. Thus for calculating the density of a
particular simulation, the first 20% of the run was discarded
and the average density for a particular temperature, pressure,
andêr

OH value was determined.

Theêr
OH values that resulted in densities from 263 to 373 K

at 1 atm of pressure that were less than 0.2% from the
experimental value32 were selected as the appropriate value of
êr

OH at that temperature and pressure. The data point from 263
K was taken from the work of Hare.33 Figure 4 shows the results
of the simulations at 1 atm at temperatures between 263 and
373 K, showing the excellent agreement with experiment. The
final configurations from these runs were used as the starting
configurations for all subsequentNPT, NVT, andNVE runs at
the specific temperature.

The êr
OH values obtained from comparison to the high-

pressure data from 2000 to 6000 atm34 varied by less than 0.5%.
Figure 5 shows the results of the simulations using the final
êr

OH values at five temperatures and several pressures each.
The êr

OH values thus calculated from the data generating
Figures 4 and 5 were plotted as a function of pressure and
temperature and polynomial equations were fitted to the above
data. The resultant polynomials could be used to determine the
appropriate value ofêr

OH for any temperature or pressure
within the fitted range. The resultant equation in a simplified
form is

where the constant matrixA(4,6) is given in Table 1d and e.

Figure 8. Comparison between the OO PDF at 298 and 373 K,
showing the loss of structure at the elevated temperature in the decrease
in the first peak maximum and an increase in the first minimum.

Figure 9. Vibrational frequency spectrum of simulated bulk water as
a function of temperature.

Figure 10. Diffusion coefficient,D (cm2/s), as a function of temper-
ature from the MD simulations versus experimental data (ref 36).

Figure 11. Density-pressure relation at 5000 and 3000 atm predicted
from the simulations in comparison to the experimental data.

Figure 12. Liquid-vapor coexistence curve obtained from the
simulations in comparison to experiment. The data at the four highest
temperatures are predicted from the potential and functional form of
êr of OH obtained at the lower temperatures.

êr
OH(T,P) ) ∑

m)0,n)0

m)3,n)5

Amn‚P
m‚Tn (12)
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Other parameters are shown in Table 1. The basis for the
calibration in the present case has been adherence to the liquid
equation of state (EOS) shown in Figure 4 and the equation of
state curves in Figure 5.

Results

Molecular Clusters. Water clusters containing from 2 to 9
molecules were simulated for 500 000 timesteps at 50 K using
the final parameters shown in Table 1a-e and theêr

OH value
obtained at 263 K, followed by a 20 000 move continuation
run at 1 K with the same parameters. The 50 K run allowed for
sufficient rearrangement of the molecules to sample low energy
states, with the 1 K run acting as an energy minimizer. The
energies shown in Figure 6 for the clusters are given as the
average cohesive energy per molecule. Also shown are data
taken from ref 14, involving data from minimizations using five
other water potentials (POL5/TZ, POL5/QZ, TIP4P/FQ, TIP5P,
and MCDHO), plus data from ab initio calculations. The high
and low molecular dynamics (MD) results in the figure are taken

from the highest and lowest values from any of the classical
potentials and are used to show the spread in data with different
interatomic potentials. The trends are similar, with our simula-
tions showing stronger cohesive energies (which would be
consistent with the considerations presented by Guillot and
Guissani15 and our dissociative water potential, as discussed
below.)

Bulk Water. For data analysis, bulk water simulations with
the correct êr

OH values were continued from the standard
starting configuration for 1× 106 steps underNPT conditions
at 1 atm and five different temperatures. The positions and
velocities were saved every 2000th step for subsequent data
analysis. The averages for the structure and angles were taken
from the final 50% of the runs. FurtherNPT calculations at 1
atm were also used in the calculations of the liquid-vapor
coexistence curve. AnNVE ensemble continued from the
standard starting configuration for up to 3× 106 steps was used
for calculation of diffusion coefficients at several temperatures
using the correctêr

OH values. The vibrational spectrum of
water was calculated from the Fourier transform of the velocity
autocorrelation function. For evaluating the spectrum, the
simulations were continued from the standard starting config-
uration of bulk water simulation for anNVE run of 100 000
timesteps with the correct parameters and densities, followed
by a 20 000 step run for analysis of the spectrum. Temperature
equilibration was carried out for the initial 10 000 steps of the
20 000 move run, and these initial moves were discarded while
calculating the velocity autocorrelation function from the final
10 000 saved configurations.

Figure 7 shows the results of the structure of water through
the OO, OH, and HH pair distribution functions (PDFs) at five
different temperatures (Figure 7a-c) as well as a direct
comparison to Soper’s most recent experimental data35 (Figure
7d). As can be seen, the PDFs show variations over the five
temperatures. The variations are similar to results that were
obtained previously.15 The results of the PDFs at 298 K are
compared to experiment35 in Figure 7d and are similar to the

Figure 13. Variation in the HO distances for the reacting H of a hydronium ion during the H exchange with an adjacent water molecule. O1 is
the oxygen in the starting H3O+ ion, and O2 is the oxygen in the interacting H2O. At ∼0.5 ps, the H3O+ ion is centered on the O2 oxygen. The
O1-O2 separation distance during the reaction is also given, with large oscillations between 2.5 and 3.0 Å.

Figure 14. Additional example of hydronium exchange mechanism,
where the exchanging H ion sits between both Os, equidistant from
each, from∼0.5 to ∼0.75 ps, in this case returning to the original
configuration. This pair continues to interact and does show a stable
exchange of the proton at 1.7 ps on this time scale (not shown here).
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comparison of several other simulations of water to experi-
ment,18 although most other simulations do not have the nearest
neighbor OH and HH peaks. Clearly, the OH and HH
intermolecular pair distributions are precisely equivalent to the
experimental data (second and higher peaks). Only the first
peaks are too sharp for OH and HH in comparison to
experiment, although the locations are accurate. The inset shows
an expansion of the OO PDF, with only a slight variance in the
depth of the first minimum and maximum in the second peak,
although locations are accurate.

Figure 8 shows a comparison between the OO PDF at 298
and 373 K. The main differences are the lowering of the first
peak maximum and an increase in the first minimum and slight
increase in the location of the second maximum. These results
are consistent with previous simulations15,21and experiments35

showing similar shifts in the OO PDF with temperature.
The vibrational spectrum of the simulated bulk water is

plotted as a function of temperature in Figure 9. The primary
modes of vibration in water at 298 K have been experimentally
determined to occur around 400-600, 1600, and 3600-3700
cm-1. The peak near 500 cm-1 shifts to lower frequency with
increasing temperature, similar to previous work.15 The most
significant effect of changing the temperature is the lowering
of the frequencies of theV2 mode and a slightly lesser decrease
in the stretching mode as well as a broadening of the frequency
spectrum in theV1 andV3 modes. The spectrum at 298 K is
similar to the experimental data, except the 1600 peak has shifted
upward, probably because of the combined HH repulsion and
the HOH 3-body term in the potential function, as also evidenced
by the narrow first peaks in the HH and OH PDFs. Nonetheless,
the general form is very good in comparison to experiment.

Diffusion coefficients were calculated from the mean square
displacement (MSD) of the water molecules in bulk water as a
function of temperature. At each temperature, the simulations
started from a standard starting configuration and were run for

3 × 106 steps (300 ps) underNVTconditions (the correct volume
for eachT was applied for theNVT continuations). The MSD
was averaged over the final 1.8× 106 steps. The diffusion
coefficients were taken from the average of the slopes of
multiple segments of the MSD curve.

Figure 10 shows the resulting values ofD for several
temperatures compared to experimental data.36 The value at 298
K was 2.45× 10-5 cm2/s, which is close to the experimental
value of 2.3× 10-5 cm2/s.

The average dipole moment at 298 K was determined to be
2.6 D, consistent with the experimental values that range from
2.3 to 3.2 D.

The cohesive energy of the simulated bulk water at 298 K
was calculated as the energy difference between the 1× 106

steps of theNPT run of 392 water molecules at 298 K and an
NVE run of 500 000 timesteps of 1 isolated molecule of water
(the latter without the Wolf sum method). The value obtained
was -11.18 kcal/mol, which is the value expected for a
simulation with a dissociative water potential. Guillot and
Guissani15 discuss the effect of intramolecular interactions and
quantum effects in the intermolecular interactions in the liquid
that are not present in rigid water potentials. With an experi-
mental∆Hvap

exp of 10.52 kcal/mol,15,20 the cohesive energy using
the rigid water potential should be-10.4 kcal/mol. However,
in our case, changes in the intramolecular interactions between
the isolated molecule in the vapor and that in the liquid are
taken into account. It is only the intermolecular quantum effects
in the liquid that are not included in our simulations. Addition
of the intermolecular quantum effects discussed by Guillot and
Guissani15 and theRT term would result in a cohesive energy
of -11.23 kcal/mol, indicating that our simulation result of
-11.18 kcal/mol is very close to the correct value.

In order to test the validity of the potential for reproducing
the high-pressure, high-temperature data, anNPTsimulation of

Figure 15. Snapshots of the reaction(s) of the H3O+ ion(s) with neighboring water molecules. The color scheme is as follows: green) O in H3O+

ion; pink ) H attached to O within H3O+ ion or in H2O molecules H-bonded to the H3O+ ion; blue) O; small red) H in other waters. The long
“bonds” drawn between O-H within 2.0 Å show covalent and H-bonded molecules. The three relevant Os are labeled by numbers 1, 2, and 3. (a)
Eigen-type complex with H3O+ ion (O1) H-bonded to 3 neighbors. (b) Reacting H ion split between two Os, O1 and O2, with O2 now also marked
green. (c) Between frames b and c, a second transfer of a proton occuring to the third water molecule (O3) which forms a Zundel complex. O1 has
migrated out of the frame. (d) O3 H3O+ now in another Eigen complex.

Water Potential for MD Simulations J. Phys. Chem. B, Vol. 111, No. 30, 20078925



bulk water at 5000 and 3000 atm was performed at five different
temperatures. As anticipated, the variable potential reproduces
the experimental density as a function of pressure fairly well,
as shown in Figure 11.

The liquid-vapor coexistence curve, shown in Figure 12, was
calculated from additional simulations at five higher tempera-
tures, 398, 448, 498, 548, and 598 K starting from the same
initial configuration, which had a density of 0.9919× 1023

atoms/cm3. Runs of 4.0× 106 moves were made for all the
temperatures starting from a 2.2 nm× 2.2 nm× 5.0 nm (xyz)
box of water with 392 water molecules. The simulations
included the liquid in contact with a vacuum on either side in
thezdimension into which the liquid could evaporate. Densities
were averaged over 5000 move increments over the last 1.0×
106 moves and plotted as a function ofz, from which the density
of the liquid was obtained from the hyperbolic tangent function.
Results for the liquid at 548 and 598 K showed less than a 4%
deviation from the experimental data. Water molecules evaporate
into the excess volume at the higher temperatures, although the
curve fitting is less accurate for these data because only a few
molecules evaporate below 498 K and the excess volume may
be a little too low at 598 K, where the vapor is at 0.134 g/cc.

Hydronium Ion Behavior. A cluster of 64 water molecules
with one H+ ion added was used to evaluate hydronium behavior
with this classical potential. The cubic simulation box size was
4.0 nm per side. Two conditions were studied: one where the
extra H+ ion was placed near an O in a water molecule near
the edge of the cluster and a second case where the extra H+

ion was placed near an O in a water molecule near the center
of the cluster. The former was anNVE run of 1× 106 steps at
298 K with the full coulomb summation, with temperature
equilibration for the first 100 000 steps. Within the one million
steps, H+ ion exchange occurs six times. This implies an average
lifetime of ∼17 ps for the H3O+ ion. Periodic boundary
conditions were not used, and all the molecules remained
together without the cluster disintegrating. Interestingly, the
hydronium ion stays near the periphery of the cluster. In the
second case, theNVE run was 500 000 steps. Three exchanges
occurred in this time frame, giving the same lifetime as the
previous run. Also within this time frame in the second run,
the hydronium ion migrated (via these exchanges and motion)
from the cluster center to the edge of the cluster. Previous studies
have similarly seen hydronium migration to the surface.24,37

Figure 13 shows the interaction distances between the exchang-
ing H+ ion and its two closest O ions (labeled O1 and O2)
during a portion of the simulation during which a proton
exchange occurred. The 0.0 ps on the time scale is an arbitrary
starting point for the figure. Also shown is the O1-O2 distance
between the two oxygen ions in the interacting hydronium-
water pair, in which O1 is the oxygen in the hydronium ion at
the start. The H-O2 distance oscillates as the O2 in the second
water molecule approaches the exchanging H+ ion. Near 0.5
ps, the exchange occurs rapidly. A different exchange process
involving different molecules is observed in Figure 14. In this
case, the H+ ion is located equidistant between both the O1-
O2 oxygen for nearly 0.3 ps. In this particular example, the H+

ion returns to its original oxygen but, within∼0.7 ps later in
this run, exchanges to this same O2. This process of having the
H+ ion located equidistant between the two interacting Os is
consistent with CPMD studies of the hydronium exchange
process.27

Figure 15 shows four snapshots of hydronium exchanges
observed during a portion of the simulations. Only ions near
the hydronium are shown, with some ions looking undercoor-

dinated because their attached neighbors are not within the frame
of the image. While the H3O+ ion itself may diffuse, additional
migration of a H3O+ complex occurs via proton exchanges
between a H3O+ ion and neighboring water molecules, as shown
in the figure (and previously discussed27). The figure shows the
initial H3O+ ion, the O of which is labeled as 1 in part a, which
is in an Eigen complex, H9O4

+, changing to more complex
structures during proton exchange. Zundel (H5O2

+) and Eigen
configurations are observed in the figure and are only two of
the multiple configurations occurring in the exchanges.

Conclusions

Molecular dynamics simulations of water were performed
using a multibody potential that allows for dissociation of water
and varies with environmental conditions. The major variable
that changed with the environment was the short-distance OH
repulsive term. With small changes in that term alone, the
thermal expansion of water at atmospheric pressure and the
equation of state at high temperatures and pressures were
reproduced. The resultant interatomic multibody potential was
then used to simulate other properties. The room-temperature
properties of water that were accurately reproduced include the
structure, the cohesive energy, the average dipole moment of
the liquid, the diffusion constant, the vibrational frequency
spectrum, and the transient Eigen and Zundel complexes of the
H3O+ ion. In addition, the liquid-vapor coexistence curve was
well reproduced.
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