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ABSTRACT

Metallic glasses have the potential to become transformative materials, but this is hindered by the lack of ability to accurately predict which
metallic alloys will form good glasses. Current approaches are limited to empirical rules that often rely on parameters that are unknown
until the glasses are made, rendering them not predictive. In this Perspective, properties of metallic liquids at elevated temperatures and
how these might lead to better predictions for glass formation are explored. A central topic is liquid fragility, which characterizes the differ-
ent dynamics of the liquids. What fragility is and how it might be connected to the liquid structure is discussed. Since glass formation is
ultimately limited by crystallization during cooling, recent advances in crystal growth and nucleation are also reviewed. Finally, some
approaches for improving glass stability and glass rejuvenation for improved plasticity are discussed. Building on a summary of results,
some key questions are raised and a prospective for future studies is offered.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0144250

I. INTRODUCTION

Over the past two to three decades, metallic glasses have been
increasingly recognized as promising technological materials. Their
superior soft magnetic properties, which were quickly recognized
after their discovery, led to applications in electrical transformer
cores.1 Their high strength, hardness, and corrosion and abrasion
resistance are ideal for coating applications2,3 and biomedical mate-
rials.4,5 They are being considered for additional applications that
range from electrode materials for electro-catalytic degradation of
water contaminants6 to improved biosensors.7 While metallic
glasses tend to be brittle, limiting their uses as structural materials,
recent advances have led to glasses with increased plasticity.8–10 In
some cases, this has been achieved by controlled crystallization,11 a
technique widely used to prepare technologically important silicate
glass ceramics.12,13 A truly unique feature among metals is the
ability for metallic glasses to be thermoformed. This grew out of
pioneering work on extrusion, showing superplastic deformation at
high strain rates,14 injection molding,15 hot rolling,16 and blow
molding.17 Thermoforming allows the production of precision
components that can replicate micrometer and smaller features,18

create surfaces that are smooth to an atomic level,19 and enable
nanofabrication by molding.20 Stretch blow molding, with strains
exceeding 2000% (compared to 150% for blow molding) promises
to greatly extend the fabrication range of possible parts and
geometries.21

Despite their demonstrated promise, metallic glasses have not
yet realized their full potential. To do so requires an ability to
(i) increase the number of metallic glasses that can be tailored to
specific applications (currently they are only found in a few alloy
families), (ii) produce glasses of a sufficiently large physical size
(the first metallic glasses could only be formed as very thin ribbons),
and (iii) make glasses that are stable against crystallization for a suffi-
ciently long time (this is a problem for many non-metallic glasses as
well, particularly those used in pharmaceuticals).22 These points are
the goals of active international research. Identifying good glass
forming liquids remains largely a laborious trial and error approach,
although there are some guidelines that can be followed23–25 and the
search can be assisted by using combinatorial approaches.26,27

Machine learning techniques have also been investigated,28–30 but a
recent study raises questions about their validity for identifying good
glass formers.31 Recently, it has been suggested that clues for metallic
glass formation can be found in the properties of high temperature
liquids.32,33

This article focuses on a few key areas: (i) the properties of
metallic liquids at elevated temperatures and how these might
influence glass formation, (ii) methods used to identify good glass
forming metallic alloys, (iii) an examination of key processes that
prevent glass formation from the supercooled liquid, such as crys-
tallization, and the (iv) question of glass stability. The first question
focuses on possible relations between the structure and dynamics
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in metallic liquids. The second gives a sense of what has been used
and what is being developed to lead to improved search methods
for new metallic glass. The third point focuses on the processes of
crystal nucleation and growth. As will be discussed, there are recent
studies that raise questions about the classical theories of these pro-
cesses. Since glass formation ultimately hinges on avoiding signifi-
cant crystallization during cooling, improved insight into these
processes could play a key role in predicting glass formation. The
final focus is on glass stability, which is also relevant for crystalliza-
tion, but additionally depends on relaxation processes in the glass
that can alter the glass dynamics. The primary goal is to provide a
perspective into these developing areas, identify some key ques-
tions, and explore directions that future work might follow. While
background information is essential and is provided, no attempt is
made for this to be comprehensive.

II. METALLIC LIQUIDS

Before beginning a discussion of how properties of metallic
liquids might aid in identifying good glass formers, it is useful to
make some general comments about the structure and dynamics of
liquids. The structure of a liquid is considerably less well under-
stood than are the structures of crystals and gases. Crystals contain
both short-range and extended periodic or quasi-periodic long-
range order, interrupted only locally by defects such as vacancies,
stacking faults, and grain boundaries. In contrast, at sufficiently
high temperature, a gas has no structure, although some short-
range order can develop at lower temperatures. Liquids fall in
between these extremes, having significant short-range order, but
which extends to only a few neighbors away. Furthermore, it is dif-
ficult to say what the “structure” of a liquid really means, since it is
inherently time dependent. The time scales for structural dynamics
are on the order of pico-seconds (ps). In a metallic solid, collective
excitations called phonons interact with processes such as electrons,
leading to a temperature-dependent electrical resistivity. In metallic
liquids, however, the phonons are overdamped and often localized,
which may play a role in understanding some recent measurements
that show an apparent temperature independent plateau in the elec-
trical resistivity at high temperatures.34 This will be discussed in
Sec. II C.

The recently developed ability to process liquids in a high
vacuum environment without the need for a container and the
introduction of high intensity synchrotron x-ray and spallation
neutron facilities have led to more accurate measurements of static
and time-dependent liquid structures and the viscosity at high
temperature. Coupled with classical and ab initio molecular
dynamics studies, these new experimental data are leading to a
reconsideration of how structure and dynamics are related. But
before discussing the structural and dynamical data, it is useful to
give a brief introduction to the levitation techniques used. A
detailed discussion and comparison of different techniques can be
found elsewhere.35,36

A. Containerless processing

Traditionally, the dynamical, thermodynamic, and structural
properties of metallic liquids were measured while holding the
liquid in a container. This significantly limited the temperature

range and the types of liquid that could be studied, since many
metallic liquids react with their containers at elevated temperatures.
Recent advances in containerless processing using aerodynamic/
acoustic,37,38 electromagnetic (EML),35 and electrostatic (ESL)39,40

levitation techniques have greatly expanded the systems and tem-
perature ranges that can be explored. Containerless facilities (EML
and ESL) are also available on the International Space Station
(see chapters 3 and 5 in Ref. 41).

Samples can be processed under a high vacuum in both EML
and ESL, making these particularly useful for studying reactive
metallic liquids at high temperatures. Each has their advantages
and failings. Levitation is achieved in EML by passing radio fre-
quency (RF) current through a coil that surrounds the sample.
This induces eddy currents in metallic samples, creating a counter
magnetic field that causes the sample to levitate. The eddy currents
also heat and can even melt the samples. However, because heating
and positioning are coupled, dense samples with low liquidus
temperatures must be processed in a gas environment to achieve
significant cooling. This problem is largely avoided with the EML
facility in the European rack on the International Space Station
(ISS-EML),42–44 since very little force is required to levitate samples
in a microgravity environment. In ESL, samples are levitated in a
strong electrostatic field; they are heated and melted using a high-
power laser (often a solid-state laser). Sample positioning is more
difficult in ESL, since unlike EML there is no stable minimum in
the field. Instead, the sample is backlit, using either cross-polarized
lasers or high-power diodes of different colors that are located at
90° to each other, and the shadow of the sample is measured by
two position sensitive detectors (PSD) placed in line with the
source of backlighting to determine the location of the sample at
any time. Based on the sample position, an appropriate voltage is
applied to electrodes to keep the sample at the desired location.
Since heating and positioning are decoupled, ESL allows processing
to lower temperatures without the need for a gas environment.
However, it is only possible to process samples that have a small
evaporation rate over the temperature range of interest, which is
not as significant an issue with EML.

Thermophysical and dynamical properties, such as the
density, surface tension, and viscosity, and the maximum super-
cooling for crystal nucleation can be measured in EML45–52 and
ESL.53–65 Both have been used to determine liquid structures as a
function of temperature from X-ray56,66–75 and elastic neutron76–81

scattering studies. The diffusion coefficients in the liquid have been
determined from quasi-elastic neutron scattering measure-
ments.82,83 Recently, the first measurements of the time-dependent
liquid structure of a metallic liquid at high temperature were made
using the Neutron ESL (NESL) facility located at the Spallation
Neutron Source (SNS).84 Finally, a new feature of the ISS-EML
allows measurements of the electrical resistance of metallic liquids
to very high temperatures.85 The results from scattering, viscosity,
and resistivity measurements form a significant part of the back-
bone of this Perspective.

B. Liquid viscosity—A measure of the dynamics

Dynamical processes in liquids are traditionally inferred from
the shear viscosity, η. The viscosities of liquids change by over 16
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orders of magnitude from their value at the melting (or liquidus)
temperature, T‘, to the glass transition temperature, Tg (the temper-
ature at which the liquid becomes a glass). The precise nature of
the glass transition remains an unsolved problem, despite years of
investigation and many proposed explanations. This is not dis-
cussed here; reviews can be found elsewhere.86–90

1. Fragility

The glass transition temperature, Tg, is conventionally defined
as the temperature where the shear viscosity, η, of the liquid is 1013

poise (equal to 1012 Pa s). Differences between different liquid fami-
lies are apparent when log (η) is graphed as a function of the
inverse temperature multiplied by Tg (i.e., Tg/T).

91 Angell charac-
terized the different behavior in terms of the liquid’s fragility.
At sufficiently elevated temperatures, the temperature dependence
of the viscosity for all liquids is approximately Arrhenius, i.e.,
η / exp(�Q/kBT), where Q is an activation energy, T is the tem-
perature in absolute units, and kB is the Boltzmann constant.
The activation energy is equal to the slope in the graph of log (η) vs
Tg/T. For some liquids, such as SiO2 (Fig. 1), the viscosity remains
Arrhenius with a constant activation energy as the temperature is
decreased to Tg; these are called strong liquids. For fragile liquids,
such as o-terphenyl (Fig. 1), the activation energy is small at high
temperatures but increases rapidly upon approaching Tg (this is
called “super-Arrhenius” behavior). Angell defined the fragility

factor, m, from the slope near the glass transition temperature, Tg,

m ¼ d log η
d(Tg /T)

jT¼Tg : (1)

This quantity increases with the fragility of the liquid. For
liquids shown in Fig. 1, m is largest for one of the most fragile
liquids, o-terphenyl, and is smallest for SiO2. For metallic glasses
(illustrated by Zr41.2Ti13.8Cu12.5Ni10Be22.5), m (and hence the fragil-
ity) falls between these two extremes.

Within the metallic glass community, fragility is often associ-
ated with glass formability,94–97 making it a parameter of consider-
able practical as well as fundamental importance. The association is
reasonable, since stronger liquids tend to have a larger viscosity at
higher temperatures leading to decreased crystal nucleation
and growth rates (which ultimately determine glass formation, see
Sec. III B). However, this is not universal; sorbitol and salol are
very fragile liquids that form glasses.98 Furthermore, studies show
that in metallic liquids, factors other than fragility must be consid-
ered to develop a better understanding of glass formation.97

The microscopic origins of fragility remain uncertain, despite
studies spanning over several decades. As will be discussed, many
factors approximately correlate with fragility but never perfectly.
Considering the amount of research on fragility over many years
without the development of an understanding of underpinnings of
the quantity, it may be that fragility is an incomplete concept.
Nevertheless, it is useful to look at microscopic properties that may
contribute to fragility.

From the conventional definition of the glass transition tem-
perature discussed previously, the viscosities of all liquids will be
equal at Tg. A universal extrapolated value of the viscosity at infi-
nite temperature, ηo, has been argued for metallic liquids99 and sili-
cate glasses.100 Many theoretical expressions have been proposed to
describe the viscosity as a function of temperature (see Ref. 99 for a
list). However, the most commonly used is the phenomenological
Vogel–Fulcher–Tammann (VFT) expression,101–103

η ¼ ηo exp
B

T � To

� �
, (2)

where B is a constant and To is the low temperature at which in
this expression the viscosity diverges in VFT. While first proposed
as a phenomenological relation, justification has been made within
the configurational entropy104,105 and free volume106–108 models.

By fitting Eq. (2) to the viscosity at high temperatures, a fragil-
ity strength parameter, D* [¼B/To in Eq. (1)] can be related to the
fragility defined at Tg,

m ¼ mmin þm2
min ln (10)

D*
: (3)

Although it is widely used, the VFT fits poorly to the mea-
sured viscosities of metallic liquids, and the strength parameter can
become unphysical,109 so this approach should be used with
caution. A different high temperature approach does not suffer
from this issue. As is evident in Fig. 1, the magnitude of the viscos-
ity at elevated temperatures tends to be larger for stronger liquids.

FIG. 1. Measured viscosities for SiO2 (a strong liquid), ortho terphenyl (a fragile
liquid) (both from Ref. 92) and a metallic glass, which is of intermediate fragility
(from Ref. 93). Since Tg is defined as the temperature where the viscosity
equals 1013 poise (1012 Pa s), all of the viscosity curves meet at that point.
They also tend to a constant value at infinite temperature (where Tg/T = 0). The
dashed horizontal line corresponds to a common viscosity of 0.6 poise. The ver-
tical dashed lines correspond to the value of a quantity Tg/T*, which is larger for
more fragile liquids.
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Based on this, Angell argued that the temperature, T1/2, where the
log of the viscosity is midway between ηo and the value at Tg, could
be used as a measure of fragility, i.e., F1/2,

110

F1/2 ¼ 2
Tg

T1/2
� 1 : (4)

There is nothing unique about this choice, however. Any
common value of the viscosity that intersects all of the dataset will
work. A new fragility index, Tg /T*, can, therefore, be defined for
the high temperature liquid, where T* is the temperature at which
the liquids have the same viscosity.111 As shown in Fig. 1, stronger
liquids have smaller values of Tg/T*.

While fragility has historically been defined in terms of viscos-
ity (kinetic fragility), it is also manifest in other liquid properties,
such as the entropy112 and specific heat,113 and in the Poisson
ratio114 and the bulk modulus115 in glasses. This suggests that there
may be a connection between the dynamics (viscosity) and the
amorphous structure. In fact, the terms fragile and strong were
based on an assumption of how the liquid structure changed near
Tg.

91 Angell argued that when a glass that is formed from a strong
liquid is heated above Tg, the liquid maintains the more locally
ordered structure of the glass until the temperature becomes too
high. For a glass formed from a fragile liquid, however, the liquid
quickly “forgets” the ordered glass structure on heating above Tg.
The results of experimental studies support these assumptions, as
will be discussed in Sec. II G.

2. The onset of cooperativity

Molecular dynamics studies have identified a temperature, TA,
where liquid dynamics become cooperative.116 The viscosity has an
Arrhenius temperature dependence with a constant activation
energy above TA. The activation energy is related to the energy
required to change the coordination number of a local cluster by
one, defined to be a structural excitation. Above TA, the lifetime of
the excitation is so short that nearest neighbors cannot receive
information of the excitation (by pseudo-phonon—henceforth
called phonon—exchanges) in time to respond to it. With decreas-
ing temperature, however, the time for the change in local configu-
ration becomes longer, comparable to the phonon lifetime, so
below TA, neighboring atoms can respond to local excitations and
the dynamics become cooperative. Increasingly, more atoms inter-
act cooperatively as the temperature is decreased, causing the acti-
vation energy to increase and giving super-Arrhenius behavior, as
can be observed in Fig. 1. Experimental data obtained from con-
tainerless studies of a large number of metallic liquids support the
MD predictions. If the viscosities measured at high temperatures
near TA are normalized to the extrapolated value of the viscosity at
infinite temperature, ηo, and the inverse temperature is normalized
to TA, the data collapse onto one curve (Fig. 2). The data shown are
from several different alloy families, suggesting that this might be
universal behavior for all metallic alloy liquids. Since this has been
experimentally investigated by only one research group,99 however,
studies by others and in other metallic liquids are needed for
verification.

Techniques allow the viscosity of metallic liquids to be mea-
sured near the liquidus temperature and at low temperatures near
the glass transition temperature. Since few measurements exist in
the mid-temperature range, however, it is necessary to extrapolate
between these limits using an analytical expression. As mentioned
earlier, the most commonly used of these and the least accurate is
the Vogel–Fulcher–Tammann expression. Other, more accurate,
functions are listed in Table I of Ref. 99 One of these (KKZNT)
assumes a geometrically frustrated avoided critical point at a tem-
perature T* that corresponds closely with TA,

log (η/ηo) ¼
1
T
(E1 þ T* B[(T* � T)/T* ]

z
Θ(T* � T)), (5)

where Θ(x) is the Heaviside function and z≈ 8/3 ± 1/3.86,118,119

Based on a fit to the viscosity data for Vit 106a
(Zr57Cu15.4Ni12.6Al10Nb5), E1 and B were determined and then
held constant for all other metallic liquids; ηo and T* (TA) were
determined from the viscosity data for each metallic liquid. As
shown in Fig. 3, the same universal curve was obtained for all of
the viscosity data at high and low temperatures. The Vit 1
(Zr41.2Ti13.8Ni10Cu12.5Be22.5) viscosity data appear to deviate
slightly from the universal curve, possibly due to a liquid/liquid
phase transition that causes an abrupt change in the fragility,120 as
will be discussed later. These fits were only made for metallic
liquids. A more recent study, however, has presented a universal
form for the viscosity that fits metallic and silicate glasses.121

Experimental studies show that TA correlates with Tg, with
TA ≃ 2Tg for metallic liquids.99 A different ratio (TA/Tg) is found
for non-metallic glasses.122 It has also been argued that Tg/TA cor-
relates with fragility,123 with stronger liquids having smaller values

FIG. 2. The viscosity measured at high temperatures using the modulation tech-
nique in electrostatic levitation117 for several metallic alloy liquids collapsed onto
a universal curve for log (η/ηo) as a function of TA/T. Reproduced from Blodgett
et al., Sci. Rep. 5, 13837 (2015).99 Copyright 2015 Author(s), licensed under a
Creative Commons Attribution 4.0 License.
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of Tg/TA. In agreement, a survey of 20 metallic liquid compositions
shows a strong correlation between Tg/T* and Tg/TA (Fig. 4).

C. Electrical resistivity of metallic liquids at high
temperatures

The expression commonly used to describe the electrical resis-
tivity, ρ, of amorphous metals (liquids or glasses) was developed
in the 1960s.124–127 It is calculated from the X-ray structure factor,
S(q), which provides a measure of the static structure of the liquid
(see Sec. II E),

ρ(T) ¼ 3πΩ
4�he2v2F k

4
F

ð2kF
0

S(q, T) ju(q)j2 q3dq, (6)

where Ω is the atomic volume, �h is Planck’s constant divided by 2π,
e is the electronic charge, vF is the Fermi velocity, kF is the Fermi
momentum, q is the momentum transfer, and u(q) is the pseudo-
potential. Since the integral in Eq. (6) is heavily weighted for large
q, ρ can be approximated as

ρ(T)/ S(2kF , T) ju(2kF)j2: (7)

Because electrons scatter strongly from the structure, an exam-
ination of the resistivity as a function of temperature might give
structural evidence for the onset of cooperativity at TA.
Measurements made using a facility on the International Space
Station85 confirm this (Fig. 5), with the temperature dependence of

FIG. 3. Literature values for the viscosity measured at high and low tempera-
tures for several metallic alloy liquids collapsed onto a universal curve for log
(η/ηo) as a function of TA/T. The solid black line is a fit to the avoided critical
point (KKZNT) model for the viscosity. Reproduced from Blodgett et al., Sci.
Rep. 5, 13837 (2015).99 Copyright 2015 Author(s), licensed under a Creative
Commons Attribution 4.0 License.

FIG. 4. The correlation between Tg/T* and Tg/TA. As shown in Fig. 3 of
Ref. 111, Tg/T* correlates with the fragility parameter, m. This plot shows that
Tg/TA also correlates with m (since it correlates with Tg/T*). (Data taken from
Ref. 32.)

FIG. 5. Electrical resistivity of liquid Zr64Ni36 as a function of temperature.
Smoothed data are shown in the main figure; the unsmoothed data are shown
in the inset in the upper right-hand corner of the figure. The bounds on the mea-
sured TA are shown in the gray hatched region. On approaching TA, the temper-
ature coefficient becomes small and vanishes above TA as the resistivity enters
a plateau. Reproduced with permission from Van Hoesen et al., Phys. Rev. Lett.
123, 226601 (2019).34 Copyright 2019 the American Physical Society.
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the resistivity of liquid Zr64Ni36 changing markedly at TA.
This provides strong evidence for a structural change at TA that
corresponds to the dynamical changes, as predicted from MD sim-
ulations. Additional evidence will be found in the time-dependent
pair distribution, the Van Hove function, as discussed in Sec. II H.

Most surprising is that above TA, the resistivity becomes essen-
tially constant as a function of temperature, indicating that
electron–phonon scattering is no longer effective. This plateau has
also been observed in liquid Cu50Zr50

34 and in Zr80Pt20 and
Pt57.5Cu14.7Ni5.3P22.5,

128 suggesting that it could be a universal
feature. While such plateaus have been observed at cryogenic tem-
peratures due to electron localization, to my knowledge this is the
first plateau observed in a liquid at high temperatures. The plateaus
cannot be explained by Eq. (6) since x-ray measurements demon-
strate that S(q) shows no discontinuous change at or above TA. One
suggestion is that above a characteristic temperature, assumed to be
TA, the mean electron scattering time becomes comparable to the
lifetime of local structural excitations, decreasing the effectiveness
of electron–phonon scattering.34 However, even at TA, the struc-
tural excitation lifetime is several orders of magnitude longer than
the electron scattering time. While at this time a clear explanation
for the plateau is lacking, it appears evident that a new theory of
electrical resistivity in metallic liquids is required.

D. Liquid/Liquid phase transitions and fragility

Liquid/Liquid (LL) phase transitions have been observed in
several liquids, including water,129 an Al2O3-Y2O3 liquid,130

metal-organic-framework liquids,131 and several metallic
liquids132,133 and glasses.134–136 The nature of LL transitions is still
hotly debated. In some cases, they occur at temperatures above the
liquidus temperature, close to the expected values for TA,

133,137,138

suggesting that they might be a crossover instead of an actual phase
transition. In other cases, they occur at much lower temperatures,
∼1.2Tg,139 suggesting that they could be associated with mode cou-
pling. In some cases, these LL transitions have been attributed to
fragile-strong (FS) transitions, from a fragile liquid at high tempera-
ture to a strong liquid at low temperature. Computer simulations
predict FS transitions in SiO2

140 and BeF2
141 and LL transitions

that might be connected to FS transitions in Si142 and C.143

Following Angell’s definition of fragility, FS transitions in
metallic liquids and glasses are typically inferred from the tempera-
ture dependence of the viscosity.120,139,144–146 In these cases, the
extrapolation of the viscosity at high temperature fails to match the
values measured at low temperatures. In most cases, however,
the extrapolation between high and low temperature is made using
the configurational entropy (MYEGA) expression.100 While this
gives a much better fit to viscosity data than the commonly used
VFT expression [Eq. (2)], it does not provide a good fit for metallic
liquids.99 How much this influences the conclusion of a FS transi-
tion should be investigated, for example, using the avoided critical
point (KKZNT) expression.86,118,119 Finally, it should be pointed
out that while FS transitions can be inferred from physical proper-
ties other than the viscosity, such as hysteretic behavior in the
sample volume as a function of temperature,147 this should be
viewed with caution since those changes could arise from small
amounts of crystallization.

The origin of the FS transition remains unclear. In water, it
has been ascribed to a competition between two different local
structures,148 as a transition between a high density liquid and a
low density one,149 a merging of relaxation modes150 and as a
crossover from a non-glass forming liquid to a glass forming
liquid.151 In metallic glasses, the FS has been correlated with α and
β relaxation times,152 where the slow β relaxation has an Arrhenius
temperature dependence and the primary α relaxation is character-
ized by a non-Arrhenius behavior. Many structural studies suggest
that the FS transition reflects changes in the medium-range order
of the liquid and glass.139 However, combined synchrotron x-ray
and quasi-elastic neutron scattering studies find evidence for long-
range mass transport, with diffusion lengths of order 100 nm, well
beyond the range of the medium range order. This suggests possi-
ble chemical phase separation instead of changes in the medium-
range order.97 Clearly, more investigations are needed to clarify the
existence of LL phase transitions in metallic liquids, their relation
to FS transitions, and the origin of the transitions.

E. Static liquid structure

The results presented in the last section and the MD simula-
tions support the idea of a fundamental connection between local
structural excitations and liquid dynamics. However, this is based
on a correlation; a causal connection is needed to confirm this.
Like the glass transition, this is a central fundamental question that
is as yet unanswered. One way to explore it is to examine the con-
nection between various features of the structure and liquid fragil-
ity. That, however, first requires a discussion of how the structure
of a liquid is described.

The structure of a liquid is typically expressed in terms of the
pair distribution function (PDF), g(r),

g(r) ¼ 1
4πr2noN

X
i,j

δ(r � jri � rjj)
� �

, (8)

where ri is the position of the ith atom at time t, no is the atomic
density of N atoms, and the brackets, . . .h i, indicate a thermal
average. This can be calculated directly in molecular dynamics sim-
ulations. Experimentally, it is obtained from the Fourier transform
of the structure factor, S(q), which is calculated from x-ray,
neutron, or electron scattering data. Since liquids and glasses are
isotropic, the angular variables of the Fourier transform can be
integrated out, giving the following relation between S(q) and g(r):

4πr2noN (g(r) � 1) ¼ 2
π

ð1
0

q(S(q) � 1) sin (qr) dq: (9)

To illustrate the quality of scattering data that can be obtained
for metallic liquids using levitation techniques and synchrotron x
rays, the measured S(q) data for a Cu49Zr45Al6 liquid are shown as
a function of temperature in Fig. 6; the corresponding g(r) data are
shown in Fig. 7.

As shown, the changes in the structure with temperature are
very subtle, yet the corresponding changes in the viscosity are enor-
mous. How such minor changes in the structure can result in large
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changes in dynamical behavior is a fundamental question that still
needs to be addressed.

Another question relates to the thermal expansion of the
liquid. For most solids and liquids, the temperature coefficient of
volume expansion (α ¼ (1/V) dV/dT , where V is the volume and T

is the temperature) is positive, a result of the anharmonic part of
the interatomic potential. The expansion coefficient can be deter-
mined directly from the measured volume of the sample, or for
crystalline solids, it can be obtained from measured structure
factors and pair distribution functions. Shifts in the peaks of
the pair correlation function as a function of temperature allow
changes in the atomic distances to be determined for different
coordination shells, giving the linear expansion coefficient for
each shell, β. For isotropic expansion, β is equal to α/3. However,
measurements in some metallic liquids show an anomalous
decrease in the position of the first peak in g(r) with increasing
temperature, i.e., g(r1), suggesting a negative thermal expansion
coefficient.73,154–156 In contrast, measurements of the position of
the first peak in the structure factor, S(q1), as a function of tem-
perature indicate a positive volume expansion in all liquids
studied,74 but the exponent relating the volume to the first peak
position (v/ (q1)

�ε) is 2.28 rather than the expected value of 3
from Ehrenfest’s relation.157 Various explanations for the anomalous
expansion coefficient have been offered, including a temperature
dependence of the chemical short-range order, leading to a shift in
the contribution from partial pair correlation functions154,158 and
decreasing coordination number of the clusters with increasing tem-
perature, forming stronger bonds between atoms and a consequential
decrease in the atomic separation.73 It is important to note, however,
that for liquids, a precise definition of the nearest neighbor shell is
complicated by contributions to the nearest neighbor shell from
overlap of higher order coordination shells. In line with this, more
recent constant volume molecular dynamics studies indicate that the
apparent shift of the position of the first peak in g(r) can result from
the asymmetric shape of the first peak in g(r), with the asymmetry
increasing with temperature due to spreading in the distances
between neighboring atoms.159,160 This agrees with results from an
analysis of the radial probability density161 and with a combined
molecular dynamics and reverse Monte Carlo study.162 As discussed
in Ref. 160, MD simulations show that the position of the first peak
in g(r) is determined from multiple sources: (i) the skewness of the
peak, (ii) topological and chemical ordering, and (iii) change in
atomic volume with temperature. While it appears that the anoma-
lous expansion coefficient is becoming better understood, further
experimental and MD studies would be useful, particularly to see
why some metallic liquids show the anomalous behavior while
others do not.73

F. Short range structural order and dynamics

The structure factor, S(q), and the pair distribution function,
g(r), are one-dimensional representations of a three-dimensional
structure. Uniquely identifying actual atom positions from such
data is not possible. Techniques such as the Reverse Monte Carlo
(RMC) method have been used to find a structure that reproduces
the measured g(r) or S(q),163–168 but it does not produce a unique
structure. The structure obtained is the most random one that is
consistent with the measured data. Also, the measured S(q) is the
result of several partial structure factors (three for a binary alloy,
S(q) 11, S(q) 22, and S(q) 12), making interpretation even more diffi-
cult. By combining x-ray scattering studies with elastic neutron
scattering studies of alloys prepared with different isotopes, it is

FIG. 6. Measured S(q) for a Cu49Zr45Al6 liquid as a function of temperature.
Reproduced from Chen et al., J. Chem. Phys. 155, 104501 (2021).153 Copyright
2021 AIP Publishing LLC.

FIG. 7. Measured g(r) for a Cu49Zr45Al6 liquid as a function of temperature.
Reproduced from Chen et al., J. Chem. Phys. 155, 104501 (2021).153 Copyright
2021 AIP Publishing LLC.
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possible to determine the partials for binary alloys,81,169–172

although this becomes increasingly much more difficult for alloys
containing more than two elements and is not practical even for
ternary liquids.

The structure of the liquid is typically viewed in terms of local
ordering units, determined from such an analysis of the measured
data for S(q) or g(r). Three methods are most commonly used to
describe these local units: (i) the bond-orientational order, (ii) the
common neighbor analysis, and (iii) the Voronoi polyhedral analy-
sis. For (i), the bond orientations are expressed in terms of spheri-
cal harmonics, Ylm(θ,f), where θ is the polar angle and f is the
azimuthal angle, both measured in some specified reference system.
The bond-orientational parameter is then calculated by summing
over all nearest-neighbor bonds, Nb,

qlmh i ¼ 1
Nb

XNb

j¼1

Ylm(rij): (10)

To avoid counting as different structures’ equivalent structures
that may be oriented differently, the rotational invariant combina-
tion is used to give the corrected bond orientational parameter, Ql,

Ql ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4π

2l þ 1

Xl
m¼�l

qlmh ij j
2

vuut : (11)

For the common neighbor analysis, each pair of atoms is
taken to be a “root pair” and the local order for this pair is
described in terms of four integer indices.173,174 The first index
indicates the peak in g(r) for which the root pair belongs; the
second index is the number of atoms that are nearest-neighbors to
the root pair; the third index is the number of pairs of nearest-
neighbor atoms that are close enough to form a bond; the final
index classifies clusters with identical sets of the first three indices
but with different bond arrangements. The most used analysis is
the Voronoi analysis, in which a line segment is drawn from a
central atom to all nearest neighbor atoms and normal planes
bisecting these lines are constructed.175,176 The intersection of these
planes gives a three-dimensional polyhedron that is characterized
by indices of the form <n3,n4,n5,n6,n7>, where the subscript indi-
cates the number of edges on the face and n indicates the number
of such faces. The results from all three methods describe the liquid
structure in terms of short-range ordered (SRO) clusters.
Icosahedral ordering is most commonly found, although other
types of SRO are also identified. As will be mentioned in Sec. III B,
this local ordering is important for nucleation56,177 and also gives
rise to dynamical heterogeneities.178,179

A natural question is whether the SRO is linked to fragility.
One approach to answering this is to examine the nature of the
interatomic potential. It has been argued that glass jamming is
associated with a decreased free volume,180 which would be less for
harder atoms (steeper repulsive potentials). This suggests that
stronger liquids will have a steeper repulsive component of the
interatomic potential, which is in agreement with MD simulations
studying the change in harmonicity with changes in the Lennard
Jones potential.181 An experimental examination can be made from

the pair correlation function, since the potential of mean force
between two atoms, Um(r), (typically used as a first-approximation
to the interaction potential182) can be defined in terms of g(r),183

Um(r)
kBT

¼ � ln [g(r)], (12)

where T is the temperature in absolute units. The low-r limit of
g(r) can be expressed as184

g(r) ¼ C(r � σ)λ, (13)

where C is a fitting constant, σ is the average ionic core diameter
(calculated from a weighted average of the liquid’s constituent ele-
mental ionic core diameters collected from the literature185), and λ is
the steepness of the effective interaction potential. An examination of
experimental scattering data shows that λ decreases with increasing
TA/T (Fig. 8), consistent with a decrease with increasing fragility. It is
noteworthy that the cohesive energy also decreases with increasing
Tg/T*, corresponding to an increasing fragility (Fig. 9).
The correlations between the strength of the repulsive part of the
potential and the cohesive energy with fragility suggest that fragility
is related to the interatomic potential. It should be pointed out that
studies based on the high frequency shear modulus in metallic
glasses reached an opposite conclusion regarding the stiffness of
the potential and fragility, finding that a small value of λ correlates
with a smaller value of m (i.e., a stronger glass).184 The reasons for
the differences from the two studies of the correlation between fra-
gility and the stiffness of the potential are unclear. The structure of
the liquid at high temperature is dominated by short range order,

FIG. 8. The steepness of the low-r side of the first peak in g(r) at the tempera-
ture TA, as a function of TA/T (a measure of the fragility) for several metallic
alloy liquids (data taken from Ref. 186).
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while as the temperature is decreased below TA, the structure
becomes increasingly dominated by the medium range order. Is it
possible that this difference arises because one measurement was
made in the supercooled liquid and the other in the glass?
Currently, there exist only these two studies; further investigations
into reasons for the difference are needed.

G. The importance of medium range order

The discussion in the last section focused on the influence of
the interatomic potential and the SRO on properties such as fragil-
ity. However, MD calculations indicate that the change in the tem-
perature dependence of the activation energy of the viscosity as the
temperature increases below TA is due to the onset of cooperativity,
with interactions extending beyond the nearest neighbors.116 From
these considerations, above TA, the transverse phonons should be
localized since the distance traveled during their lifetime is less
than the atomic spacing and there should be no correlations
beyond the nearest neighbor atoms. It has been argued that the cor-
relations observed in g(r) beyond the nearest neighbor peak do not
reflect correlations among the atoms, but instead represent coarse-
grained density correlations that interact via long wavelength longi-
tudinal phonons, which do exist above TA.

187 These arguments
suggest that medium-range order (MRO) may be more relevant
than SRO for understanding metallic liquids. While the short range
order will be a strong function of the interatomic potential and
will, therefore, be highly specific to the elemental composition of
the liquid, medium range order will be more general and could
lead to similarities observed in many of the properties of metallic
liquids.187

Experimental scattering studies support this view. The height
of the first peak in the measured structure factor, S(q1), for
Ni62Nb38 (a fragile metallic glass) is shown as a function of temper-
ature in Fig. 10(a). It is shown for Vit 106a (a strong glass) in

Fig. 10(b). As illustrated, an extrapolation of high temperature data
(shown by the solid lines) to the values at Tg is different for the
two glasses. There is a significant mismatch between the extrapo-
lated data and the data at Tg for the Ni62Nb38 liquid, suggesting
that rapid ordering must occur upon approaching Tg. The mis-
match is much smaller for Vit 106a, suggesting that the liquid is
ordering continuously with decreasing temperature toward Tg.
From the perspective of heating instead of cooling, the fragile
Ni62Nb38 liquid quickly loses memory of the more ordered state
above Tg, while the strong Vit 106a liquid maintains that memory
to higher temperatures. This is an experimental verification of the
structural origin of fragility visualized by Angell91 that was men-
tioned earlier. It also points to the definition of a structural fragility
parameter, γ,

γ ¼ 100
S(q1)glass � S(q1)extrapolated liquid

S(q1)glass

" #
Tg

: (14)

As shown in Fig. 11, γ is strongly correlated with the liquid
kinetic fragility, measured here in terms of D* [Eq. (3)]. Since γ is
determined from the first peak in S(q), which is a measure of the
order over large distances, this strongly suggests that MRO plays a
significant role in the fragility. The importance of MRO is also sup-
ported from measurements of g(r).189 For a variety of supercooled
liquids with a range of fragilities, only the fourth peak appeared to
correlate with the fragility.

Since the temperature-dependent change of S(q1) appears to
be related to fragility, signaling an importance of MRO, it is useful
to examine the quantity eS(q1, T) ; S(q1, T) � 1, where q1 is the
location of the first peak. This quantity plays the analog of an order
parameter. At infinite temperature, the liquid will be a gas and will
have no structural order, i.e., S(q1, T) ¼ 1, so eS(q1, T) ¼ 0: Below
the crystallization temperature, the liquid will become a crystal and
the peak at q1 will diverge, becoming a Bragg peak, soeS(q1, T) ! 1. Theoretically, eS(q1, T) follows a Curie–Weiss

FIG. 9. Cohesive energy as a function of Tg/T* (a measure of the fragility) for
several metallic liquids (data taken from Ref. 111).

FIG. 10. (a) S(q1) for Ni62Nb38 (a fragile metallic glass) and (b) for Vit 106a
(Zr57Cu15.4Ni12.6Al10Nb5), which is a strong glass as a function of temperature
(experimental data from Ref. 189).

Journal of
Applied Physics

PERSPECTIVE pubs.aip.org/aip/jap

J. Appl. Phys. 134, 010902 (2023); doi: 10.1063/5.0144250 134, 010902-9

Published under an exclusive license by AIP Publishing

 09 July 2023 15:43:46

https://pubs.aip.org/aip/jap


law,190,191

eS(q1, T) ¼ C
T � TIG

, (15)

with TIG playing the role of the Curie temperature, TC. The values
of 1/(S(q1, T) � 1), normalized to the values at Tg, are shown as a
function of the temperature in Fig. 12. The data deviate from the
Curie–Weiss behavior below Tg because the structural changes
become kinetically arrested. However, when the high temperature
data for the supercooled liquid (i.e., above Tg) are extrapolated they
appear to follow a Curie–Weiss behavior, as predicted. In analogy
to the divergence in the magnetic susceptibility at TC due to the
onset of long-range magnetic order, the divergence in eS(q1, T)
likely signals the onset of long-range density fluctuation correla-
tions in the liquid.191 Surprisingly, TIG is negative; this may reflect
a pseudo-spin model of local shear fluctuations,191,192 but further
investigation is needed to confirm this. The temperature TIG is also
argued to be the point at which an ideal glass stated is reached.
It should be pointed out, however, that the values measured for TIG
should be viewed with caution; experimental studies show that they
depend on the temperature range used for extrapolation.153 This
reflects a nonlinear temperature dependence for S(q1), which has
been widely observed and taken to signal a crossover in dynamical
and structural processes. It is also important to note that only one
set of experimental data (Pd42.5Ni7.5Cu30P20) is shown in Fig. 12.
All of the other data were obtained from MD simulations, which
can be strongly influenced by the accuracy of the potential used.
More experimental data for alloy liquids and a verification of the
accuracy of the embedded atom potentials by comparisons with
MD predictions and experimental data for dynamical and

structural properties (such as in Ref. 153) are needed to verify the
correlation.

The rate of change in the first peak height of the supercooled
liquid as the temperature approaches Tg correlates with fragility.
It also appears that the height of the first peak in the structure
factor, S(q1), may reflect the MRO and correlate with fragility.193

However, unlike the Curie–Weiss results shown in Fig. 12, which
contain only one experimental system, this correlation is based on
MD data and experimental data for 10 metallic alloy liquids,
including Pd-, Pt-, Zr- Fe-, Ni-, and Mg-based ones. Experimental
data also further indicate the importance of the structure factor,
showing that glass formability is linked with an increased width of
S(q1).

194

As discussed, the real space characterization of the liquid is
the pair distribution function (PDF), g(r), which is related to the
reduced PDF,G(r) ¼ 4πrn0 [g(r) � 1], where n0 is the number
density. The first peak in G(r) represents the nearest-neighbor
atoms; it is relatively sharp and has the largest amplitude. Ornstein
and Zernike195 showed that beyond the first peak, G(r) should
decay exponentially as

G(r) ¼ 4πrn0 [g(r)� 1] � G0(r) exp(�r/ξs) : (16)

The structural coherence length, ξs, gives a measure of the
MRO and is a function of the physical density and the strength of
nearest neighbor correlations.187 For temperatures greater than TA,
the phonons are localized and atoms cannot communicate beyond
nearest neighbors; the coherence length is then of the order of the
nearest neighbor spacing. It is expected to increase with decreasing
temperature and is simply related to the temperature-dependent

FIG. 11. A correlation between the structural fragility index, γ, and the kinetic
fragility index given by D* for several metallic alloy liquids. Reproduced from
Mauro et al., Nat. Commun. 5, 4616 (2014).188 Copyright 2014 Springer Nature.

FIG. 12. The quantity 1/(S(q1, T ) � 1) normalized to the value at Tg as a func-
tion of temperature, showing a Curie–Weiss behavior. Reproduced from Ryu
et al., Sci. Rep. 9, 18579 (2019).191 Copyright 2019 Author(s), licensed under a
Creative Commons Attribution 4.0 License.
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number of atoms in a coherence volume, nc,

nc(T) ¼ no (ξs (T))
3: (17)

Fits of Eq. (16) to experimental data for one metallic glass
(Pd42.5Ni7.5Cu30P20), MD data for several other metallic glasses,
and a number of silicate and other inorganic glasses suggest a cor-
relation between ξs(Tg)/a (where a is the average nearest-neighbor
distance) and the cube root of the kinetic fragility factor, i.e.,
m1/3.193 This indicates that there should also be a correlation
between nc and m, with a larger coherence number giving rise to a
more fragile liquid.

Based on a Fourier transform of the Ornstein–Zernike equa-
tion, the first peak in S(q) for a liquid should be a Lorentzian.183,187

In this case, the peak amplitude will be high and the coherence
volume will be large; if it has a more Gaussian character, the peak
height will be lower and the coherence length will be shorter. A
more Lorentzian peak is, then, suggested to be evidence for a more
ideal glass structure.187 This result implies that fragility is directly
related to the ideality of the structure; the more ideal the glass or
liquid the more fragile it is. Studies suggest that ωL/ωG [the ratio of
the Lorentzian to Gaussian widths in a Voigt fit to the first peak in
S(q)] is related to m1/3.193

Collectively, then, fragility is argued to correlate with various
aspects of the medium range order, including the rate of change in
the first peak of the structure factor (S(q1)) near Tg,

187,188,193 the
height and shape of S(q1),

193 the position of higher order peaks in
g(r) and the correlation length of G(r) through the Ornstein
Zernike relation.187,193 However, as for Fig. 12, in most cases, only
one experimental dataset exists to check these correlations; all of
the other data were generated from MD simulations. Additional
experimental data are needed to firmly establish these points.
Furthermore, it is natural to ask whether these correlations with
fragility are also valid for high temperature liquids. Our initial
investigations of a few liquids suggest that the answer might be yes.
For example, as mentioned, the MD simulations indicate that at the
glass transition temperature, the ratio ωL/ωG is proportional to the
cube root of fragility, m1/3.193 As shown in Fig. 13, a similar corre-
lation is found in experimental data for a few liquids at TA, which
as mentioned earlier is experimentally related to Tg.

99 It should be
pointed out that the values of the widths vary depending on the
q-range over which the first peak is fit. The results in Fig. 13 were
obtained by fitting between the inflection points of the peak, which
were determined from the first derivatives, giving a systematic
approach for all the liquids studied. Also, the measurements of fra-
gility at Tg are strongly dependent on the relaxation stage of the
glass and the method used to measure the fragility (i.e., either from
the slope of the viscosity at Tg or from DSC measurements196).
Building on earlier discussions and allowing the inclusion of mea-
surements of liquids that do not form glasses, other measures of
fragility, such as TA/T*, might be considered. Studies in more
liquids and glasses as well as an examination of other features of
the first peak in S(q) that are argued to correlate with fragility are
needed. However, the results shown in Fig. 13 are promising.

All of these data suggest that the dynamics are related to the
medium range order, not the short-range order (SRO). However,
the discussion in Sec. II F argued for a correlation with the SRO

through the properties of the interatomic potential. So, which is it?
Probably they are both important. For example, recent experimen-
tal studies have shown a large fragility in a Mg–Cu–Y glass with
composition,197 supporting the importance for short-range order.
Also, while the interatomic potential is clearly most important for
SRO, this also influences the MRO, as evident from studies of the
Ornstein and Zernike equation.187 Sorting this out will lead to an
improved understanding of how the structure and dynamics are
related and perhaps a better informed understanding of fragility.

H. But the liquid structure is not static—The Van Hove
function

Since liquids are dynamic, with the atoms moving on picosec-
ond or nanosecond timescales depending on the temperature, S(q)
and g(r) give only give a snapshot of the liquid structure. The Van
Hove function (VHF) gives a picture of the dynamic structure of
the liquid. It is the time-dependent pair correlation function that
describes how g(r) decays with time.198 It is defined as

G(r, t) ¼ 1
4πr2 ρo N

X
i,j

δ (r � jri(0)� rj(t)j)
� �

, (18)

where ri(t) is the position of the ith atom at time t and <…>
denotes a thermal average. Until recently, the VHF was obtained
primarily from computer simulations.199–201 For only a few cases
were measurements of G(r, t) possible, from inelastic neutron scat-
tering data for metallic liquids at the melting temperature,202 and
from inelastic x-ray scattering studies for water.203,204 Recent
advances in the intensity and energy resolution of neutron scatter-
ing sources205 and the advent of levitation facilities that are

FIG. 13. The correlation between the ratio of the Lorentzian width, ωL, to the
Gaussian width, ωG from a Voigt fit to the first peak in S(q) for liquid metals at
TA and the cube root of the fragility parameter, m.
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optimized for neutron scattering77,206 have greatly improved the
quality of the data that can be collected, now allowing accurate
measurements of G(r, t) to be made over a range of temperatures
in equilibrium and supercooled liquids.

Experimentally, G(r, t) is obtained by a double Fourier trans-
form of the dynamical structure factor, S(q, E), which is obtained
from inelastic scattering measurements.84,187 Examples of the mea-
sured S(q, E) and G(r, t) from a recent study of liquid Zr80Pt20

84

are shown in Fig. 14; the measurement and calculation methods are
discussed in that reference. The VHF contains two parts, the self-
part, Gs(r, 0), which describes the single particle, and the distinct
part, Gd(r, t), which describes collective density fluctuations in the
liquid. The intensity of the peaks in Gd(r, t) � 1 decrease in inten-
sity with increasing time [Fig. 14(b)]; at time equal to zero, Gd(r, 0)
becomes the snapshot of the pair-distribution function, i.e., g(r).

An integration over the intensity of the positive region in the
first peak of Gd(r, t) � 1 as a function of time gives N(t), which is
proportional to the dynamic coordination number and reflects the
average decorrelation time for atoms located in the nearest neigh-
bor shell. By fitting this to a stretched exponential in time, a Van
Hove relaxation time, τVH , can be obtained as a function of temper-
ature. This can then be related to τLC , the fundamental time for
local excitations in the liquid116 (see Ref. 84 for details). Within
error, the activation energy for τVH (and equivalently τLC) is the
same as the activation energy for the measured shear viscosity
above TA, giving the strongest evidence thus far to a link between
local excitations in the liquid structure with the dynamics.84 So far,
however, only this one study exists. Measurements of the VHF in
other metallic liquids to temperatures below TA are needed.

This analysis of the Van Hove relaxation time is based on the
decay of the first peak in Gd(r, t) � 1. Molecular dynamics simula-
tions, however, suggest that the decay time is not the same for all
peaks but increases with increasing distance.207 This could have

important consequences on the understanding of collective dynam-
ics, so experimental verification of this is needed.

III. METALLIC GLASS FORMATION AND STABILITY

It is widely believed that any metallic liquid will form a glass
if cooled at a sufficiently rapid rate.23,208 The problem is to deter-
mine which liquids will form bulk metallic glasses at moderate
cooling rates (i.e., the glass forming ability or GFA). Many schemes
have been proposed for identifying these good glass forming alloys
(see Table III.5 in Ref. 209, for example). Unfortunately, many of
these can only be justified in hindsight once the glasses are found.
Considering that glasses are formed when crystallization is ulti-
mately bypassed, one of the first predictive approaches was based
on the value of the reduced glass transition temperature,
Trg ¼ Tg /T‘,

23 where T‘ is the liquidus temperature. Alloy liquids
with the largest values of Trg should be the best candidates for glass
formation since the temperature range over which crystallization
can occur is least. Since Tg tends to be a rather weak function of
alloy composition compared with T‘, eutectics should be favored
points in phase diagrams for good glass formation, which is true in
some cases. The magnitude of the viscosity at high temperature is
larger in stronger liquids than for fragile liquids (see Fig. 1), so
from the Stokes–Einstein relation, the diffusion coefficient is
smaller in strong liquids, giving lower nucleation and growth rates
for crystallization and leading to improved glass formation. While
this has also been a useful predictor in some cases, as pointed out
earlier, fragile liquids, such as the organic liquids Sorbitol and
Salol, can also form glasses.98 It was also shown recently in metallic
glasses that fragility alone does not give a good prediction of glass
formability;97 a better predictor is the combination of Trg and
fragility.

FIG. 14. (a) Measured dynamic structure factor, S(q,E), for Zr80Pt20 at a temperature of 1833 K with an incident neutron energy of 20 meV. (b) The distinct part of the Van
Hove function, Gd (r , t) � 1, at the same temperature. Reproduced from Ashcraft et al., J. Chem. Phys. 152, 074506 (2020).84 Copyright 2020 AIP Publishing LLC.
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While useful, these approaches all depend on knowing proper-
ties of the glass, which can only be known after the glass is made.
They are only qualitatively useful, then, in guiding searches for new
glasses in different alloy liquids. There are some empirical methods
based on a priori known properties of the alloy elements that have
proven useful. Of these, one based on the following three rules is
probably the most widely used:210 (1) production of multicompo-
nent alloys consisting of more than three elements, (2) size mis-
matches of over 12% among the three primary elements, and (3)
negative heats of mixing for three primary elements. The rapid
quenching (of order of 105 to 106 K/s) methods to produce the ear-
liest metallic glasses gave samples that were a few mm wide and a
few μm thick, which had limited utility. The application of these
rules, however, have led to the discovery of many metallic glasses
with large spatial dimensions (bulk metallic glasses), which were
produced at lower cooling rates, similar to those used to produce
silicate glasses. In spite of this, the discovery of new glasses remains
largely empirical and the search for new glasses by preparing a
large number of samples containing different elements and having
different compositions remains extremely time consuming.

Emerging approaches for identifying good glass formers
include computer modeling, machine learning,29,30 and combi-
natorial methods.26,211 While becoming increasingly popular,
machine learning approaches should be used with caution. For
example, an expansive study using machine learning techniques
to predict glass formation based on a combination of alloy and
elemental features of glass forming systems28 was no more accu-
rate than when random unphysical features were used.31

Furthermore, neither was as predictive as Inoue’s210 three rules
physical approach. However, as will be shown in Sec. III A, if
machine learning techniques are used to determine the impor-
tance of particular and limited physical features in similar
systems, they can yield valuable insight.

A. Are there clues for glass formation in the high
temperature liquid?

Computer modeling studies have suggested that glass forma-
tion is influenced by short- and medium-range order in the liquid.
Local icosahedral order has been a particular focus since it is
incompatible with crystal order, making nucleation of crystal
phases during cooling more difficult. However, recent computer
modeling studies suggest that having a particular short-range order
in the liquid is not desirable. Even icosahedral order can promote
the nucleation of tetrahedral phases or quasicrystals.56 Instead,
glass formation appears to be favored by having regions of different
short-range order in the liquid,212,213 confusing crystalliza-
tion.214,215 This is also argued from Monte Carlo fits to the ideal
glass structure.187,191 Experimental support for a diversity of struc-
tural units is found in a correlation for GFA with a larger full width
at half maximum of the first diffraction peak.194 These results are
consistent with the best BMGs having a large number of elements,
which leads to a wider range of local structures.

By analyzing a large database of metallic glasses, Johnson
et al.97 proposed an expression for the critical casting thickness
(dmax) in terms of the reduced glass transition temperature, Trg,

and the fragility, m,

log (d2max) ¼ �10:36þ 25:6Trg � 0:0481m: (19)

However, as already mentioned, the need to know Tg in order
to predict glass formation requires first making the glass, so this
approach is of limited use for identifying new glass forming alloys.
A related approach has led to the development of an expression
that is based only on liquid data. As discussed, studies of alloy
liquids find a strong correlation between Tg/T* and Tg/TA (Fig. 5).
As shown in Fig. 15, the liquid expansion coefficient, α, also corre-
lates with fragility.

Based on these correlations, an expression that relates T*, TA,
and α with Tg was obtained by using machine learning methods to
fit to 20 different metallic liquids,32

Tg

T*
¼ 0:22584þ 1624:3 α þ 0:47324

Tg

TA
: (20)

As shown in Fig. 16, the predicted values for Tg are in excel-
lent agreement with the measured values.

The training data used to develop the expression for Tg were
primarily from Zr- and Ti-based metallic glasses. That it predicts
Tg for Ni–Nb glasses suggests that the expression may be generally
accurate, but this needs to be checked in other alloys.

A similar expression was developed for the predicted critical
casting thickness, dmax; the results are compared with measured
values in Fig. 17. The predictions are in reasonable agreement with
experimental data, but there are some notable exceptions. These are
interesting since they indicate that the derived expression does not

FIG. 15. The correlation of the measured linear expansion coefficient in
metallic liquids with the fragility, defined in terms of Tg/T*. (Data taken from Ref.
32.)
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take a critical process into account, namely, the crystallization of
the liquid. Take the Pt80Zr20 liquid as an example. Diffraction
studies show the liquid is dominated by icosahedral order, and vis-
cosity measurements indicate that it is a strong liquid. The primary
crystallizing phases are β-Zr and Zr5Pt3,

216 both of which have a
local structure that is very different from the liquid. This difference
in local structures should make it difficult to nucleate and grow
these phases and thereby make glass formation easier. However, a
glass cannot be formed, even with rapid quenching. Instead, the

liquid crystallizes to a metastable icosahedral quasicrystal.217

Similarly, Cu43Al12Zr45 is predicted to be a superior glass former to
Cu47Al8Zr45, while the opposite is observed experimentally. A dif-
fraction study showed that the primary crystallizing phase for
Cu43Al12Zr45 is a cubic Laves phase with a large amount of local
icosahedral order, causing it to nucleate easily from the supercooled
liquid and, thus, decrease glass formability.33 These are only a few
examples that illustrate the importance of understanding crystal
nucleation and growth from the liquid. As will be discussed in
Sec. III B, ongoing recent work is showing that the classical pictures
of nucleation and growth are incorrect and must be modified to
develop a quantitative understanding of these processes.

B. Crystallization—New results for nucleation
and growth

Glass formation and stability are ultimately limited by crys-
tallization. Crystallization is an activated process that consists of a
nucleation step, in which clusters grow and shrink stochastically,
and a growth step in which clusters are large enough that shrink-
ing is negligible. While often thought to be two separate pro-
cesses, within the classical theories of nucleation and growth,
growth is simply an extension of the kinetics of nucleation for
large clusters.218

Focusing first on nucleation, homogenous nucleation occurs
randomly in space and time. It is the more relevant type of nucle-
ation for quantitative investigations, but it is uncommon in prac-
tice. Heterogeneous nucleation, which occurs at specific sites in the
initial phase, is more common, but it is difficult to analyze quanti-
tatively. It depends on the number of heterogeneous sites and their
catalytic ability for nucleation, neither of which is generally known.
Even though it is less common, studies of homogeneous nucleation
are possible under right conditions. The most commonly used
model for the analysis of nucleation data is the classical nucleation
theory (CNT), which relies on two fundamental assumptions. First,
the interface between the nucleating cluster and the original phase
is assumed to be sharp and abrupt,219 and second, each step in the
cluster development is assumed to be governed by bimolecular
kinetics, with single atoms attaching or detaching from the cluster
interface.220 While these assumptions are reasonable in vapor con-
densation, for which CNT was originally developed, they are ques-
tionable when describing crystal nucleation from a liquid or glass.
The structure of the liquid or glass that is adjacent to the nucleus is
characterized by short- and medium-range order that may even be
similar to that of the nucleating ordered phase, which is not
accounted for in CNT.

Nonetheless, since CNT is so widely used, it is useful to
briefly discuss the model so that problems can be clearly articu-
lated. The thermodynamic model focuses on the work that is
required to form a cluster of the new phase containing n atoms (or
molecules), Wn. This is expressed in terms of the negative driving
free energy per unit volume, Δgv, and a positive term associated
with the interfacial free energy of the interface between the crystal
and the liquid or glass phase, σ. The competition between these
two terms leads to a maximum in the work required to create a
critical cluster containing n* atoms or molecules, Wn*. Assuming

FIG. 16. A comparison between the predicted glass transition temperatures, Tg,
and the measured values. (Data taken from Ref. 32.)

FIG. 17. Predicted critical casting diameter (dmax) compared with the measured
values. (Data taken from Ref. 33.)
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that the nucleating cluster is spherical, it is readily shown that36

Wn* ¼ 16π
3

σ3

(Δgv)
2 : (21)

A fundamental feature of CNT is that nucleation is a stochas-
tic process, with clusters smaller than n* biased to shrink while
those larger than n* are biased to grow. To lowest order, then,
nucleation is dominated by the rate at which clusters grow larger
than n*. As mentioned, the rate of cluster growth (or shrinking) is
governed by the kinetic model for atom attachment to the cluster.
For CNT, this is assumed to be dominated by single atoms attach-
ing and detaching (schematically illustrated in Fig. 18). The kinetic
steps of attachment and detachment are assumed to involve a
movement (often viewed as a diffusive jump) from the liquid onto
the crystal interface, and the rates of nucleation and growth are
derived from the transition state theory.221

With these assumptions, it is straightforward to show that the
CNT steady-state nucleation rate is

Is ¼ A* exp � Wn*

kBT

� �
, (22)

where A* is a dynamical pre-factor that is proportional to
Avogadro’s number (if the nucleation rate is measured per mole)
and the diffusion coefficient in the liquid phase; it is inversely pro-
portional to the square of the jump distance. For an as-quenched
glass, CNT predicts that the nucleation rate will be time dependent

before it settles into a steady state rate. While this is very important
for the crystallization of silicate glasses, it is generally not important
for metallic glasses, but it can become evident for crystallization
during rapid heating and has been directly measured during the
crystallization of a few bulk metallic glasses.71 It is not typically
measurable in supercooled metallic liquids because the kinetics are
so fast at high temperatures that steady-state is achieved quickly.
(An in-depth discussion of CNT and steady-state and time-
dependent nucleation can be found in Ref. 36.)

While the CNT has successfully been used to fit nucleation
data in liquids and glasses, there are several problems with the
theory. First, the nucleation rate is extremely sensitive to the inter-
facial free energy (�exp(σ3)), which cannot be measured indepen-
dently, so it becomes a fitting parameter. Second, the order in
metallic liquids or glasses next to the nucleating cluster brings into
question the sharpness of the interface. As illustrated by MD simu-
lations,222 small nucleating clusters are neither spherical nor
compact, although they become more so as they grow to larger
sizes. This is consistent with a wide range of computer simulations,
density functional calculations, and experimental studies of nucle-
ation in colloids (see chapter 4 in Ref. 36 for more discussion on
this point). This incorrect assumption can cause Wn* (and hence
n*) to be very different from predictions of CNT.223 A phenomeno-
logical model, the diffuse interface model, was developed to address
this.224–226 It has shown some success, particularly in predicting
the experimentally inferred positive temperature dependence
for σ.224

The CNT also fails to consider possible effects of short and
medium-range ordering in the liquid, which, as mentioned earlier,
can determine the nucleating phase. Icosahedral short range order
has been viewed as particularly important.66 For example, experi-
mental studies of nucleation in Ti39.5Zr39.5Ni21 of a metastable qua-
sicrystal phase rather than a stable C14 laves phase indicate that the
icosahedral ordering in the liquid lowers the nucleation barrier for
the quasicrystal.56 This also suggests that nucleation is a two-step
process, proceeding first by local ordering in the liquid followed by
densification during nucleation. Such coupled order parameter pro-
cesses can also occur between phase transitions, such as the relation
between magnetic ordering and nucleation, and a proposed chemi-
cal ordering/nucleation process,227,228 which has been observed in
MD studies.229 Recent studies have gone even further, supporting
the idea that in many cases nucleation can have even more than
two steps.230 Such questions are under intense study. How wide an
impact multistep processes have on nucleation in supercooled
liquids and glasses remains to be seen. In addition to their role in
changing the thermodynamics of nucleation, fluctuations in the
local structures in the liquid can also lead to dynamical heterogene-
ities that influence the kinetics of nucleation. Based on MD studies,
regions of icosahedral order are slow dynamical regions. A recent
MD study showed that these are the regions where nucleation
occurs, even to crystal phases with a non-icosahedral structure.231

Classical theories of nucleation and growth are based on the
transition state theory, which was first developed to calculate the
rates of chemical reactions.221,232 They assume that atoms indepen-
dently join and leave the nucleating or growing cluster with a fre-
quency, ν, that is determined from the diffusion coefficient in the
liquid, D, i.e., ν = 6D/λ2, where λ is a jump distance that is of order

FIG. 18. Schematic illustration of the stochastic attachment and detachment of
single atoms or molecules (spheres) for a nucleating cluster.
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the interatomic spacing. This jump frequency is biased by a ther-
modynamic term of the form exp (�Δg*/kBT), where Δg* is the
free energy difference between the initial state and an activated (or
transition) state. However, recent MD studies raise questions about
the validity of this kinetic model.233,234 For illustration, some MD
results for nucleation in a Ni–Zr–Al liquid are shown in Fig. 19,
with a bcc crystal to the right of an interface (indicated by the red
arrow) and the liquid to the left of the interface. These results dem-
onstrate that the densities of the liquid and crystal are very similar,
a point that agrees with experimental measurements. There is not
enough room for an atom to make a diffusive jump from the liquid
to join the interface of the nucleating cluster. So, it must be joined
by some other mechanism. Molecular dynamics simulations show
that the liquid atoms are joined to the cluster by small changes in
their orientational order, adjusting their order parameter to match
that of the crystal phase.234

In a recent series of publications,236,237 the problem of growth
is reformulated, assuming that interfacial attachment is due to the
cooperative structural organization of several atoms on passing
through a transition zone (TZ) between short and long-range order
as they join the cluster, without the need for diffusive type jumps.
Similar to the arguments made earlier for the role of cooperativity
in liquid dynamics, they assume that the coherence length for this
cooperativity increases with decreasing temperature. Accounting
for the cooperativity and assuming that the appropriate lattice
vibration modes are those that lead to the formation of the crystal
mode (multiplied by a characteristic wavelength of vibration, λ*,
which corresponds to the first Brillouin zone of the allowed lattice
vibration), they obtain a new, non-classical, expression for the
growth velocity,

vTZ ¼ λ*
kB T
h

exp � ΔhyAG � TΔsyAG
kBT

 !
: (23)

Here, ΔhyAG is the activation enthalpy; using the Adam–Gibbs

relation104 to include the cooperativity,

ΔhyAG ¼ Δh*
T

T � TK

� �
, (24)

where Δh* is the enthalpy for the bond changes with reordering,
which must be scaled to the size of the cooperative region, and TK
is the Kauzmann temperature.238 The activation entropy is

ΔsyAG ¼ Δs*
T � TK

T‘ � T

� �z

, (25)

where Δs* is some inherent entropic activation parameter and T‘ is
the liquidus (or melting) temperature. The exponent, z, is asserted
to be related to the ratio of configurations of the growth units in
the TZ and the supercooled liquid phases, making it correlated
with �kB/Δs*.

Since the Brillouin zone and the liquidus temperatures can be
independently measured, this expression for the growth rate has
three fitting parameters (provided TK has been separately mea-
sured), which is one more than for the classical expression for the
growth rate. It was found to give an improved fit over that of the
classical theory to the measured crystal growth rate for a number of
silicate and organic liquids,237 although the additional fitting
parameter could explain this improvement.

This approach is clearly more in line with physical interfacial
processes between a liquid or glass and the crystal than are the clas-
sical theories of growth. Molecular dynamics studies show that
many of the assumptions made for interfacial attachment in this
model are correct. The spatial movements for incorporation into
the crystal interface are small; incorporation is instead dominated
by changes in the crystal order parameter for atoms located near
the interface. It appears that atoms do attach cooperatively,233,234

with the number of atoms in the coherence region increasing with
decreasing temperature.234 While there are now two independent
MD studies that show this, studies in more systems are needed to
confirm that these are general trends. Furthermore, there is no
modified analytical model for nucleation that takes these points
into account. Clearly, there are a wide range of computer modeling
and experimental and theoretical studies that are needed on these
issues. Also, while the new expressions appear to give a better fit to
crystal growth data, there have been no studies for metallic alloy
liquids. Whether the modified kinetics significantly influence phys-
ical nucleation and growth processes should be investigated.

C. Ultrastable glasses and rejuvenation—Opposite sides
of the coin

Glass stability, as well as glass formability, is a principal
factor for many applications. Pharmaceutical drugs, for example,
are often amorphous since they are more readily absorbed in the
body; they become less effective when the drugs crystallize as a
consequence of aging during storage.239 The quality of foods such
as chocolate and ice cream are also degraded by crystallization
(see chapter 17 in Ref. 36), and it is detrimental in amorphous
optical materials.240 Controlled crystallization, however, can also
be used to improve the properties of glasses, such as increased

FIG. 19. Molecular dynamics generated crystal/liquid interface for a Ni–Zr–Al
liquid. The interface between the liquid (left) and the crystal (right) is indicated
by a red arrow (from Ref. 235).
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toughness in partially crystallized silicate and metallic glasses
(glass ceramics).11–13 Attaining that control is improved by the
advances in the understanding of nucleation and growth dis-
cussed in the last section.

Some glasses such as natural amber are extremely resistant to
crystallization, maintaining the amorphous structure for millions of
years.241,242 Metallic glasses, however, tend to be metastable, with
some crystallizing after only a few hours of aging at room tempera-
ture.243 It was first reported in 2007 that organic dense glasses with
exceptional thermodynamic and kinetic stability can be obtained
by vapor deposition onto a substrate at a temperature near Tg.

244

These ultrastable glasses have a substantially higher glass temperature
(measured on heating the glass) and a lower fictive temperature, Tf,
(the temperature at which the glass would be in equilibrium)245 than
those produced by standard methods. A larger surface diffusion with
a smaller temperature dependence than the volume diffusion coeffi-
cient is believed to play a significant role in forming these deposited
glasses. The enhanced surface diffusion allows the atoms to reorga-
nize and find low energy configurations. These glasses typically have
a lower enthalpy than glasses prepared by cooling the liquid (ther-
modynamic stability) and are more resistant to structural changes
and crystallization246 (kinetic stability). Recent reviews of ultrastable
vapor deposited glasses can be found elsewhere.247,248

Ultrastable metallic glasses have also been produced by deposi-
tion on substrates that are near Tg, similar to the conditions for
organic ultrastable glasses. Interestingly, the ultrastable Zr65Cu27.5Al7.5
metallic glass was kinetically stable, but the enthalpy was larger than
the glass prepared by cooling the liquid.249 This should be investi-
gated in other metallic glasses since it could indicate that thermody-
namic and kinetic stability do not necessarily go hand-in-hand. The
measured surface diffusion coefficients for a Pd40Cu30Ni10P20 were
very high,250 suggesting that the mechanism for producing ultrastable
metallic glasses is the same as for the organic glasses. All of these
glasses were prepared with the substrate temperature of order 0.7 Tg.
While ultrastable metallic glasses have extraordinary hardness (see
Ref. 251 for example) and corrosion resistance, which can be used for
superior coatings, these substrate temperatures are quite high. This
makes the avoidance of oxidation and contamination during deposi-
tion difficult, limiting the materials that can be made and, thus, limit-
ing applications. Recently, it was demonstrated that some Zr-based
ultrastable metallic glasses can be deposited on substrates that are
held at low temperatures (≈0.4 Tg, near room temperature) by
decreasing the deposition rate to approximately 1 nm/min.252 Like
those glasses that are deposited at elevated temperatures, these ultra-
stable metallic glasses show a substantial increase in Tg, (by approxi-
mately 60 K in this case) are strongly resistant to crystallization, and
have a more homogenous structure. The ability to deposit them at
low temperatures greatly increases the substrates that can be chosen,
matching them to the desired application. Because of the very low
deposition rates used, however, care should be taken to ensure that
contamination of the glasses by oxygen or from the ion beam used
for the deposition does not occur.

But can macroscopic ultrastable glasses be made? It is possible
that metallic glasses could be aged into more stable amorphous
states if crystallization could be avoided, but if so like the amber
glass this would require an extremely long time for the system to
settle into the low energy states in the energy landscape.

Investigations of a broad range of Al-based, Mg-based, Cu-based,
Ni-based, Ti-based, and Zr-based metallic glasses that had been
stored at room temperature for at least 15 years showed that the
increased stability was minimal with virtually no statistically signifi-
cant change in Tg from the as-prepared glasses.253 This could indi-
cate that a much longer aging time is required, but since some of
the aged metallic glasses already showed signs of oxidation and
partial crystallization, this is impractical. It may also be that higher
temperatures are required since room temperature is significantly
lower than the values of Tg in these glasses. Supporting this, room
temperature aging studies for 17.7 years in a Ce70Al10Cu20 metallic
glass, for which Tg is 353 K, were successful in producing an ultra-
stable glass.254 These aging studies were made at ∼0.85 Tg, suggest-
ing that higher temperature aging treatments in other metallic
glasses could significantly increase the stability. However, while
of basic interest, the practical use of this approach remains ques-
tionable due to the long aging times. An approach that has been
moderately successful is to age under high pressure.255 An aging
treatment of a Pd-based metallic glass for 1 h under 10 GPa
increased Tg by 6 K; under 17 GPa, Tg increased by 11 K. The
crystallization temperature also increased with increasing
pressure. Both results are consistent with an increased stability of
the glass; however, the increase in Tg is only 10%–20% of that
found in the deposited glasses, indicating that the increase in stabil-
ity is modest.

A recent novel approach is based on the phenomenon of a
reentrant glass transition, in which a glass (glass 1) transforms into
a supercooled liquid when heated above its glass transition temper-
ature, Tg1, and then forms a second, more stable, glass (glass 2)
upon cooling, which has a different glass transition temperature,
Tg2. This method depends on the existence of a liquid/liquid phase
transition in the supercooled liquid, similar to the ones discussed
in Sec. II D. A reentrant glass transition has been observed in a
variety of glass forming systems, including colloids,256 spin
glasses,257 molecular glasses,258 and metallic glasses.259 To investi-
gate whether this might provide a route to ultrastable glasses, an
as-quenched Pd42.5Ni42.5P15 metallic glass was heated above Tg
under ambient pressure, where it transformed into a second glass,
showing an exothermic peak, a decrease in volume, electrical resis-
tivity, and specific heat and an increase in the hardness and
Young’s modulus.260 All of these changes are consistent with the
formation of a more stable glass. The Tg of the transformed glass is
nearly 50 K higher than for the as-quenched glass. These changes
in the enthalpy and Tg are comparable to those for ultrastable
glasses produced by vapor deposition.

What is the nature of the phase transition from glass 1 to glass
2 in Pd42.5Ni42.5P15? This was investigated in a study by Du et al.260

Small angle x-ray scattering and atom probe tomography studies
show no evidence for phase separation or chemical segregation.
During the transition, the width of the first peak in S(q), obtained
from synchrotron studies, decreases sharply on approaching Tg2,
from 0.43 Å−1 for glass 1 to 0.27 Å−1 for glass 2, indicating
increased medium range structural order. This is much larger than
observed during structural relaxation, consistent with the formation
of a new, more stable, glass phase. Changes in G(r) are consistent
with these results, showing similar short-range order in the two
glasses, but with significant changes beyond 6 Å. Reverse Monte
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Carlo (RMC) fits to the S(q) data, constrained by EXAFS data for
Ni and Pd K-edges, suggest that the structural ordering accompa-
nies the redistribution of P atoms to form more solute-centered
local environments, with local clusters that are similar to those in
Ni2P and Ni3P crystal phases. The size of these clusters also
increases, consistent with the increased medium range order.

The change in the glass transition for the ultrastable glass nor-
malized to the glass transition temperature of the metastable one,
δTg/Tg , appears to correlate with fragility.249 Since differences
between as-quenched glasses and ultrastable ones appear primarily
in the medium range order, this is consistent with suggestions
made earlier that MRO is correlated with fragility. However, most
of the data regarding this correlation are from thin film deposited
organic liquids. One deposited glass (Zr65Cu27.5Al7.5) was in line
with these, showing δTg /Tg ffi 0:015 with a fragility of m ffi 40
(Fig. 4 in Ref. 249). However, the more recent results for the
Pd42.5Ni42.5P15 glass, which also has a fragility value of m ffi 41,261

gives a much larger normalized change in the glass transition tem-
perature, δTg /Tg ffi 0:09.260 This ultrastable glass was produced
using a reentrant glass transition, possibly explaining the difference
with the deposited glass. Yet, a deposited Zr46Cu46Al8 glass
(m ffi 53) also gave a larger normalized change,
δTg/Tg ffi 0:085,252 although this glass was deposited at much
lower temperatures relative to Tg than most ultrastable glasses.
More work is needed to understand the influence of substrate tem-
perature on deposited glasses, the mechanism for ultrastability
when there are reentrant glass transitions, and whether a clear cor-
relation between δTg /Tg and fragility exists.

There are many positive aspects of glass aging; the stability of
the glass to crystallization is increased, it becomes harder and more
corrosion resistant, and the yield stress is increased. However, aging
also leads to embrittlement.262 This can be improved by a process
of rejuvenation, a disordering process that puts the metallic glass
into a higher energy state and results in better plasticity.263–265 In a
Zr–Cu–Ni–Al–Nb glass, the fracture toughness and impact tough-
ness nearly doubled with rejuvenation266,267 and the toughness
increased by more than five times.267 Several approaches have been
used for rejuvenation, including cold rolling,268 shot peening,269

irradiation,270 and cryogenic thermal cycling.263 Cycling between
room temperature and cryogenic temperatures has several advan-
tages over the other methods. It is nondestructive and can be
applied to macroscopic glasses with large cross sections. Liquids
and glasses are characterized by structural and dynamical heteroge-
neities. The heterogeneous thermal expansion coefficients induce
local stresses during cryogenic cycling, leading to glass rejuvena-
tion.271 By a suitable combination of stabilization and rejuvenation
treatments, it may be possible to access structural states for metallic
glasses that cannot be reached in other ways,272 providing a new
way to tune glass microstructures for particular applications.
Unfortunately, a recent study of BMGs based on Pd, Pt, Ti, and Zr
found that rejuvenation by thermal cycling is impermanent, decay-
ing after only one week at room temperature.273 This has significant
implications for the interpretation of previously reported results
and indicates the need for characterization standards for new
results. There are also profound implications for the use of cryo-
genic cycling to produce desired properties for applications of
metallic glasses.

There are many aspects of rejuvenation that are not well
understood. Studies in a Zr46Cu38Al8Ag8 glass, for example,
showed that samples that are well relaxed after annealing for long
times are essentially unaffected by cryogenic cycling, while glasses
that were aged for a brief time showed a large rejuvenation effect.
Interestingly, glasses that were given an intermediate aging treat-
ment showed the greatest rejuvenation effect.274 The amount of
rejuvenation depends on the method of metallic glass preparation;
one study showed that it was greater for melt-spun ribbons than
for bulk metallic glasses.263 Also, it appears to work in some metal-
lic glasses and not for others. For example, it was negligible
in Ti-based glasses.275 Using the change in maximum plastic
strain, εmax, as a measure of rejuvenation, essentially no change was
observed in Zr60Cu20Co10Al10 glasses with cryogenic cycling, while
a large increase in εmax was observed in a Zr60Cu20Fe10Al10
glass.271 However, the increase in εmax in this glass did not con-
tinue with an increasing number of cryogenic cycles; it went
through a maximum after about 10 cycles and then decreased with
further cycling. This behavior is commonly observed,273,276 point-
ing to competing processes. Disorder increases with rejuvenation,
but it also increases the atomic mobility, which causes the struc-
tural relaxation to a more ordered glass to proceed more quickly.
All of these glasses contained a pair of elements with a positive
heat of mixing (Cu–Fe, Cu–Co, and Cu–Ni), although the magni-
tudes are different (greatest for Cu–Fe and least for Cu–Ni). These
results indicate that the chemistry can influence the plasticity of the
glasses and hence the degree of heterogeneity and the effectiveness
of the cryogenic cycling for rejuvenation. In agreement, a recent
study of different bulk metallic glasses found that for some BMGs,
thermal cycling resulted in a less dense structure with an increase
in fracture toughness, while for others, thermal cycling relaxed the
glass to a denser structure with a decreased fracture toughness.276

Chemistry can also influence relaxation processes in the glasses, in
particular, the β relaxation,277 which is correlated with plasticity.278

Possibly explaining the influence of alloy chemistry on rejuvena-
tion, β relaxation is more pronounced in glasses with stronger ele-
mental bonding.279

There have been a few studies of structural changes with the
associated changes in dynamics in the glass with cryogenic rejuve-
nation; these have produced varied results. They consistently show
that the location of the first peak in S(q) decreases with rejuvena-
tion, consistent with a decreasing density and disordering of the
short-range order.274 Similar results are obtained in glasses that
have been rejuvenated by mechanical deformation.280,281 A decreas-
ing density is also inferred from HRTEM measurements of G(r),
showing a shift in peak positions toward larger values of r.271

However, one synchrotron x-ray study shows a sharpening of the
first peak in S(q), which suggests ordering, not disordering, as
would be expected.282 This study also concluded that atomic
re-arrangements in the second neighbor shell contribute more to
the relaxation enthalpy than the nearest neighbor shell, in apparent
conflict with the results of the study by Kang et al.274 As men-
tioned, metallic glasses are characterized by structural heterogene-
ities, which are the source of rejuvenation by cryogenic cycling.
Results from x-ray photon correlation spectroscopy measurements
indicate that cycling reduces these heterogeneities, homogenizing
the relaxation time distribution.283
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It is appropriate to end this section with a few questions. First,
regarding ultrastable glasses, so far a reentrant glass transition has
been observed only in one glass system (Pd42.5Ni42.5P15). A key
question, then, is how common is it? Does it occur only in glasses
with a significant covalency in their bonding character, such as
metal/metalloid glasses? If it were a phenomenon that occurred in
a wider range of metallic glasses, it could provide a practical
method for stabilizing bulk metallic glasses for an increased range
of applications. Second, the formation of ultrastable glasses and
rejuvenation are the result of different, likely competing, relaxation
times. While attention is generally focused on α and β relaxation
times, it is most likely that the spectrum of relaxation times is
larger. More studies are needed to better understand the reasons
for rejuvenation and ultrastability and to be able to control these
processes to better tailor metallic glasses to specific application. A
reoccurring theme in this article is the use of molecular dynamics
to give microscopic pictures for dynamical and structural properties
of liquids and glasses and to inspire experimental investigations.
Some MD studies of rejuvenation have been made and are provid-
ing useful information (see Ref. 284 for example). However, many
questions remain for further MD investigations, including a dem-
onstration of the assumption of local structural heterogeneities in
the thermal expansion coefficients of the metallic glasses, which is
the key for understanding cryogenic rejuvenation.

IV. CONCLUSIONS

This Perspective has focused on a few points about metallic
liquids and glasses: the connection between the structure and
dynamics in supercooled metallic liquids, how these processes may
help to identify potential glass forming systems, advances in the
understanding of crystallization, which is important for glass for-
mation, and manipulations of the stability of glasses. It must be
pointed out that a comprehensive review of any of these topics
would be an enormous task and was not attempted here. Also, not
discussed were topics such as the origin and nature of glass transi-
tion, the physical properties of metallic glasses, particularly
mechanical properties, and how these are exploited for practical
applications. Finally, while predictors of glass formation in terms of
the properties of high temperature liquids and the fundamentals of
nucleation and growth were focus topics, other issues such as the
considerable influence of micro-additions on glass formation in
some cases were not discussed.

The primary focus of this Perspective was to identify themes
in current research and raise some questions that point toward
further study. Many of these have been mentioned in the text. In
metallic liquids, these questions include:

• Is there a fundamental connection between the liquid structure
and dynamics, and if so, what is the most appropriate feature of
the structure of supercooled metallic liquids that connects them?
Is it short range order or medium range order; or is it a competi-
tion between the two?

• Liquid/liquid phase transitions have been widely reported in
supercooled metallic liquids. Do they actually exist, or are they
simply crossover phenomenon? Are they connected to fragility
transitions, where a high temperature fragile liquid transforms to

a strong liquid at lower temperatures? What is the underlying
microscopic mechanism for this transition?

• Molecular dynamics simulations have identified a temperature,
TA, where local structural excitations become cooperative and
have a profound influence on liquid dynamics. By scaling the
temperature to TA and the viscosity to the extrapolated value at
infinite temperature, ηo, a universal curve was identified. Related
to this, but not discussed here, is the identification of a
minimum viscosity in metallic liquids that is related to quantum
mechanics.285 Both the universal curve and viscosity minimum
are of interest in fields far beyond metallic glasses, including
quark-gluon plasmas and Bose–Einstein condensates.

• The electrical resistivity changes abruptly at TA, which provides
strong evidence for a structural origin of the dynamic crossover,
in agreement with molecular dynamics studies. However, most
surprising is that the temperature dependence of the resistivity
vanishes above this temperature. This is not predicted by any
existing theory of the electrical resistivity of metallic liquids and
points to the need for new theoretical models.

• Not discussed is that the Stokes–Einstein relation, which con-
nects the viscosity and the diffusion in the liquid, is known to
fail as the liquid is cooled, but where does that occur? Is it at the
mode-coupling temperature or at the higher temperature, TA,
where the dynamics become cooperative? Both temperatures
have been suggested.

Several themes and questions regarding glass formation were
also discussed.

• The properties of the high-temperature liquid were shown to be
a good predictor of glass transition, but less so of glass formabil-
ity. This needs to be investigated for a wider range of glasses,
however.

• Failures to predict glass formation were shown to hinge on ques-
tions of crystallization, involving nucleation and growth.
Relevant to this, nucleation and growth were shown to be more
complicated than typically viewed. Molecular dynamics studies
showed that instead of diffusive motions for liquid atoms to join
crystal clusters, this involves a change in their local order param-
eter with very little physical movement. Furthermore, instead of
joining individually, atoms join cooperatively. Neither of these
features is incorporated in the classical theories of nucleation and
growth, pointing to the need for an additional study.

• There is a great deal of activity in producing ultrastable and reju-
venated glasses, which has significant importance for applica-
tions. The mechanisms for these processes, however, are still
poorly understood, pointing to the need for further research.
There has been a good deal of interest in the perfect glass, which
has long range density correlations but no positional order.187 It
may be that the ultrastable glasses are a physical manifestation of
this,286 which bears further investigation.

Future work should address these questions with experimental
studies. Additionally, a growing theme, which was discussed several
times in this Perspective, is the power of computer simulations.
These can guide experimental investigations and greatly assist inter-
pretations of data. Additionally, combinatorial approaches,
machine learning, and artificial intelligence have an enormous

Journal of
Applied Physics

PERSPECTIVE pubs.aip.org/aip/jap

J. Appl. Phys. 134, 010902 (2023); doi: 10.1063/5.0144250 134, 010902-19

Published under an exclusive license by AIP Publishing

 09 July 2023 15:43:46

https://pubs.aip.org/aip/jap


potential to probe more deeply. The future will undoubtably see an
expanding scope for these techniques. Because they are atomic
systems and lack directional bonding metallic liquids and glasses
are among the simplest amorphous systems. They are, therefore,
ideal for delving into questions of the glass transition, fragility, and
the relations between the structure and dynamics in complex
systems. Metallic glasses are also poised to become important tech-
nological materials. These systems, then, offer opportunities for
many future fundamental and practical investigations.
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